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Abstract—The multichannel rendezvous problem in cognitive
radio networks (CRNs) has been a hot research topic lately. One
of the most challenging settings of the multichannel rendezvous
problem is the oblivious rendezvous problem in heterogeneous
CRNs, where (i) there are no distinguishable roles of users,
(ii) users’ clocks are not synchronized, (iii) users may have
different available channel sets, and (iv) there is no universal
labelling of the channels. Most existing works in the literature
focus on achieving deterministic bounds for the maximum con-
ditional time-to-rendezvous (MCTTR) and perform poorly (in
comparison with the random algorithm) for the expected time-
to-rendezvous (ETTR) due to the “stay” modes in these works.
In this paper, we tackle the oblivious rendezvous problem by
taking both MCTTR and ETTR into consideration. In order to
have guaranteed rendezvous, we only make two assumptions:
(A1) there is at least one common available channel and (A2)
there is a unique ID for each user. We first propose a new
class of strong symmetrization mappings to encode user IDs for
speeding up the rendezvous process. Two efficient and yet simple
encoding schemes are proposed by utilizing the C-transform and
the existing 4B5B encoding. Based on the new class of strong sym-
metrization mappings, we propose the two-prime modular clock
algorithm for the two-user rendezvous problem. The ETTR of
our algorithm is almost the same as that of the random algorithm
and its MCTTR is also comparable to the best existing bound. We
also extend the two-prime modular clock algorithm for multiuser
rendezvous by proposing the stick together algorithm and the
spread out algorithm. One interesting finding for the multiuser
rendezvous problem is that the spread out algorithm is not always
better than the stick together algorithm as commonly claimed in
the literature.

Index Terms—rendezvous search, channel hopping, cognitive
radio networks.

I. INTRODUCTION

MOTIVATED by the recent development of cognitive
radio networks (CRNs), the multichannel rendezvous

problem has been studied extensively in the literature (see
e.g., [1]–[33]). In a CRN, there are a set of frequency channels
and two types of spectrum users: primary users and secondary
users. Primary users have dedicated channels assigned to
them. On the other hand, secondary users can only access
channels that are not being blocked by primary users. As such,
secondary users need to sense a number of frequency channels
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that are not blocked by primary users. Such a set of channels is
called the available channel set for a secondary user. In order
for a set of secondary users to communicate with each other,
they need to find a channel that is commonly available to all
of them. The multichannel rendezvous problem in a CRN is
then for a set of secondary users to find a common available
channel in a distributed manner by hopping over their available
channels over time.

In this paper, we will simply call secondary users as users
and assume time is partitioned into fixed length time slots
(with synchronized slot boundaries as unsynchronized slot
boundaries can be treated by doubling the length of time slots
in the literature). A channel hopping (CH) algorithm of a user
means an algorithm that selects a channel from its available
channels in each time slot. When a set of users hop on a
common available channel at the same time, we assume that
there is a successful rendezvous and the set of users know
such a channel can be used for setting up a communication
link. Thus, the main objective of the multichannel rendezvous
problem is to find CH algorithms that minimize the time-to-
rendezvous (TTR) for a set of users to hop on a common
available channel.

Most of the works in the literature considered the mul-
tichannel rendezvous problem with only two users and a
universal labelling of channels. These works can be classi-
fied into various categories depending on their assumptions.
A two-user rendezvous problem is called asymmetric (see
e.g., ACH in [14] and ARCH in [24]) if one user can be
identified as the sender and the other user can be identified
as the receiver. On the other hand, a two-user rendezvous
problem is called symmetric (see e.g., SSCH in [1], SYN-
MAC in [4], QCH in [5] and DH-MAC in [6]) if there are
no distinguishable roles of users. In general, the performance
of asymmetric CH algorithms is better than that of symmetric
CH algorithms as the sender and the receiver can use different
algorithms to rendezvous in the asymmetric category. Also,
a two-user rendezvous problem is synchronous if the indices
of time slots of both users are the same. Synchronous CH
algorithms can achieve better performance than asynchronous
CH algorithms as both users have the same timing information.
The symmetric and asynchronous category is considered the
most challenging for the multichannel rendezvous problem. In
the literature, there are several novel CH algorithms proposed
for that setting with a universal labelling of channels (see e.g.,
SeqR [2], CRSEQ [7], DRSEQ [8], ASYNCH-ETCH [10], JS
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[11] and DRDS [16]). Two common worst-case performance
metrics to evaluate these CH algorithms are (i) maximum
time-to-rendezvous (MTTR): the maximum time for two users
to rendezvous when all the channels are available, and (ii)
maximum conditional time-to-rendezvous (MCTTR): the max-
imum time for two users to rendezvous when there is at least
one common available channel. For comparisons of these CH
algorithms for these two worst-case performance metrics, we
refer to [22], [24]. There are also various lower bounds and
optimal CH algorithms (that achieve lower bounds) for various
categories in [28], [33].

Some recent works [9], [15], [17], [18], [18], [20], [21],
[29] on the multichannel rendezvous problem considered het-
erogeneous CRNs, where users may have different available
channel sets. Moreover, the assumption of a universal labelling
of channels is removed in [19], [25], [26]. Such a multichannel
rendezvous problem is called the oblivious rendezvous in
heterogeneous CRNs in [19], [25], [26]. By using a unique
ID assumption for each user as in [14], [22], it was shown in
[19], [25], [26] that the MCTTR can still be upper bounded
by a finite constant.

One performance metric that is not well studied in the
previous works is the expected time-to-rendezvous (ETTR).
Most of the CH algorithms in the literature perform rather
poorly in terms of ETTR even when compared with the simple
random algorithm. The rationale behind that is because there
is usually a “stay” mode in these CH algorithms. When a
user is in its “stay” mode, it stays in the same channel for a
rather long period of time. As such, it is very likely that two
users are in the “stay” mode and they stay in two different
channels for a long period of time. In Section II, we will
further illustrate this by relating it to a simple search problem.
To address the large ETTR problem, a hybrid CH algorithm
was proposed in [30] for a homogeneous CRN. The idea is
to interleave the simple random algorithm with a periodic
CH algorithm that has a bounded MCTTR, such as CRSEQ
[7] and JS [11]. Interleaving is done by a periodic wake-up
sequence that chooses the random algorithm when it is in the
asleep mode and the CH algorithm when it is in the awake
mode. Such a hybrid CH algorithm can greatly reduce the
ETTR by decreasing the duty cycle of the wake-up sequence
(so as to increase the chance to be in the asleep mode).
However, the hybrid CH algorithm can only be used in a
homogeneous CRN, where a universal labelling of channels is
available. Motivated by this, our objective in this paper is to
consider the oblivious rendezvous problem in heterogeneous
CRNs and propose a CH algorithm such that its ETTR is
comparable to that of the random algorithm while its MCTTR
is still upper bounded by a finite constant (comparable to the
best bound in the literature). In addition to the multichannel
rendezvous problem with two users, we will also consider the
scenario with multiple users in a heterogeneous cognitive radio
network.

As the oblivious rendezvous problem in [19], [25], [26], we
consider the most challenging symmetric and asynchronous
category in heterogeneous CRNs, i.e., (i) there are no dis-
tinguishable roles of users, (ii) users’ clocks are not synchro-
nized, (iii) users may have different available channel sets, and

(iv) there is no universal labelling of the channels available to
the users. In order to have a guaranteed rendezvous, we make
the following two assumptions in this paper:

(A1) There is at least one channel that is commonly
available to the users. Specifically, suppose that there
are K users and the available channel set for user i
is

ci = {ci(0), ci(1), . . . , ci(ni − 1)},

where ni = |ci| is the number of available channels
to user i, i = 1, 2, . . . ,K. Then

∩Ki=1ci ̸= ϕ. (1)

(A2) Each user is assigned with an L-bit unique ID (with
2L ≥ K).

As we do not assume that the clocks of these K users are
synchronized (to the global clock), every user operates on its
local time. Denote by Xi(t), i = 1, 2, . . . ,K, the channel
selected by user i at its local time t. The time-to-rendezvous
(TTR), denoted by T , is the first time that these K users select
a common channel that is available to every user, i.e.,

T = inf{t : X1(t+ d1) = X2(t+ d2) = . . . = XK(t+ dK)},
(2)

where di, i = 1, 2, . . . ,K, are the clock drifts to the global
clock.

Based on the two assumptions in (A1) and (A2), our
contributions of this paper are as follows:
(i) We propose a new class of strong symmetrization mappings
to encode user IDs for multichannel rendezvous. This class
of mappings has nicer properties than the symmetrization
mappings in [26] for speeding up the rendezvous process. By
using the C-transform in [34], [35], we show there exist strong
symmetrization mappings with code rates arbitrarily close to 1.
Utilizing the existing 4B5B encoding scheme, we also propose
a strong symmetrization mapping with code rate near 80%.
(ii) Based on strong symmetrization mappings, we propose the
two-prime modular clock algorithm in Algorithm 4 for obliv-
ious rendezvous of two users. In the original modular clock
algorithm, there is no guarantee that two users can rendezvous
within a finite number of time slots (see e.g., Proposition 5
of [9]). Our two-prime modular clock algorithm fixes this
problem and guarantees that the MCTTR for users i and j
is upper bounded by 6Mninj for the 4B5B encoding, where
M = (⌈L/4⌉∗5+6). In particular, when 2L = K, the MCTTR
upper bound is O((log2 K)ninj), which is comparable to the
Conversion Based Hopping (CBH) algorithm in [25] and the
Advanced Rendezvous Protocol [26] (see Table I). Moreover,
from our simulation results, its ETTR is almost the same as
that of the random algorithm and is much better than other
CH algorithms in the literature, including Modified Modular
Clock Algorithm [9], FRCH [17], CBH [25] and Advanced
Rendezvous Protocol [26].
(iii) We extend the two-prime modular clock algorithm for
multiuser rendezvous by keeping a certain set of state infor-
mation. To motivate the study of multiuser rendezvous, it was
argued in [31] that a group of users need to rendezvous on the
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TABLE I: MCTTR comparisons for oblivious rendezvous
algorithms with the unique ID assumption

Algorithms MCTTR

CBH [25] O(Lmax[ninj ]
2)(i)

Adv. rdv [26] O(Lninj)
(i)

Two-prime (this paper) O(Lninj)
(i)

(i): L is a constant depending on the number of users K

same channel periodically so as to update their common time-
dependent group key for secure communication. Such a time-
dependent key update cannot be achieved by a sequence of
pairwise rendezvous. Other applications and generalizations,
including local broadcast and data aggregation, were addressed
in [32]. As in [11], [19], when a group of users rendezvous on
a channel, a leader is elected and both the state information
and clocks are synchronized to those of the leader. The
key challenge for the multiuser rendezvous is then how to
adjust the CH sequences after a successful rendezvous of a
subset of users so as to speed up the rendezvous process. We
consider two different extensions: the stick together algorithm
in Algorithm 5 and the spread out algorithm in Algorithm 6.
In the stick together algorithm, all the users following a leader
hop along with the leader. On the other hand, in the spread
out algorithm, a user following a leader may hop on one of its
available channels that is different from the channel selected
by its leader. Our simulation results show that the ETTR of our
stick together algorithm is still almost the same as that of the
random algorithm. Moreover, the spread out algorithm is not
always better than the stick together algorithm as commonly
claimed in the literature (see e.g., [13]). In particular, when
the number of common channels among a set of multiple
users is very small, the spread out algorithm that hops on
one of its available channels does not improve the rendezvous
probability.

The rest of this paper is organized as follows: In Sec-
tion II, we consider the two-user rendezvous problem. There
we propose the strong symmetrization mappings, the 4B5B
encoding and the two-prime modular clock algorithm. In
Section III, we extend the two-prime modular clock algorithm
for the multiuser rendezvous problem. In Section IV, we
conduct extensive simulations to compare the performance of
our two-prime modular clock algorithm with that of some
best-performed channel hopping algorithms in the literature.
Finally, we conclude the paper in Section V.

II. TWO-USER RENDEZVOUS

In this section, we consider the case with two users, i.e.,
K = 2. To gain some insights of the multichannel rendezvous
problem, let us first consider a simple search problem. Suppose
there are n items and only ng items of these n items are
good. The search problem is to minimize the time to find a
good item. Clearly, if we examine an item and find out that
it is not a good item, then this item should not be examined
again (as it is a complete waste of time to do it again). As
such, the optimal policy is to simply go through these n items
one by one. As the ng good times are uniformly distributed

among any sequential search order of the n times, we can
derive from the order statistics that the average time for the
optimal policy to find a good item is (n+ 1)/(ng + 1). Now
we map the oblivious rendezvous problem with two users to
this simple search problem. Consider users i and j. As there is
no universal labelling of the channels, one can view each pair
of available channels of these two users (ci(τ1), cj(τ2)) as an
item and thus there are ninj items and ni,j good items, where
ni,j = |ci ∩ cj | is the number of common available channels
between users i and j. This then leads to the following lower
bound for the expected time-to-rendezvous (ETTR) for the
multichannel rendezvous problem with two users.

Proposition 1: For the oblivious rendezvous problem, the
ETTR for the two users i and j is lower bounded by (ninj +
1)/(ni,j + 1), where ni,j is the number of common available
channels between users i and j.

For the oblivious rendezvous problem, each user learns
nothing about the other user after an unsuccessful rendezvous.
This is worse than the simple search problem where a bad item
can be identified after an unsuccessful search. In view of this,
a good CH algorithm for the oblivious rendezvous problem
should avoid repeatedly hopping over the same channel pair
even though the two users are not aware of whether they
have hopped to a particular channel pair before. If ni and
nj are relatively prime, this can be done perfectly by cycling
through each available channel of a user over time (see the
ϵ1-rendezvous in [26]). In this case, the lower bound in
Proposition 1 is achieved. Of course, the hard part is when
ni and nj are not relatively prime.

We note that if there is a universal labelling of the channels,
then it is possible for each user to learn something about the
other user after an unsuccessful rendezvous. When the clocks
of the two users are synchronized and all the channels are
available, it was shown in [28] that finite projective planes
can be used for each user to eliminate some choices of lines
of the other user after an unsuccessful rendezvous. Such an
approach was shown to be optimal in the sense of achieving
the ETTR lower bound in the symmetric and synchronous
setting in [28]. In the case that the clocks of the two users are
not synchronized, difference sets can be used for eliminating
some choices of the starting phase of the other user [8], [12],
[16]. In particular, it was shown in Theorem 3 of [16] that the
minimum period of a periodic CH sequence that has a bounded
MCTTR for a system of N channels in the symmetric and
asynchronous setting is at least N2 + N + 1 for N ≥ 3 and
N is a prime power. Such a lower bound is achieved by a CH
sequence for N = 8 in [12].

A simple random algorithm is considered in Algorithm 1
of [9]. For the random algorithm, each user randomly selects
one of its available channels at time t. By doing so, the ETTR
of the random algorithm is ninj/ni,j , which is very close to
the lower bound in Proposition 1 (when ni,j is not too small).
Most existing multichannel rendezvous algorithms (see e.g.,
[15], [17], [20], [21]) focus on MCTTR and they perform
poorly in terms of ETTR when compared with the random
algorithm. The rationale why these algorithms perform poorly
is because there is usually a “stay” mode in these algorithms.
When a user is in its “stay” mode, it stays in the same channel
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for a rather long period of time. As such, it is very likely
that two users are in the “stay” mode and they stay in two
different channels for a long period of time. This corresponds
to the scenario that a bad item is repeatedly examined for
many times in the simple search problem.

Motivated by this, we will propose a CH algorithm that has
no stay mode so as to reduce the possibility of hopping the
same channel pair repeatedly. We will show that the MCTTR
of our CH algorithm is O(ninj) and its ETTR is comparable
to that of the random algorithm.

A. Deterministic modular clock algorithm

Algorithm 1 The deterministic modular clock algorithm

Require: An available channel set c = {c(0), c(1), . . . , c(n−
1)}, a period p ≥ n, a slope r > 0 that is relatively prime
to p, and a bias 0 ≤ b ≤ p− 1.

Ensure: A deterministic sequence {α(t), t = 0, 1, . . .} with
α(t) ∈ c.

1: Let z = 0.
2: For each t, let k = ((r ∗ t+ b) mod p).
3: If k ≤ n− 1, let α(t) = c(k).
4: Otherwise, let α(t) = c(z) and update z ← ((z +

1) mod n).

Our CH algorithm is inspired by the modular clock algo-
rithm in [9]. In order to apply the modular clock algorithm
for multiuser rendezvous, we remove the random part in
the original modular clock algorithm in [9]. In Algorithm
1, we outline the deterministic modular clock algorithm. In
addition to the available channel set, the algorithm needs three
parameters: the period p that is an integer not smaller than the
number of available channels n, the slope r that is relatively
prime to p, and the bias that is an integer selected from
{0, 1, . . . , p − 1}. If the clock k in Line 3 of the algorithm
is not greater than n − 1, then a channel is selected from
the available channel set by using the clock as the index.
Otherwise, a channel in the available channel set is selected
in a round-robin fashion according to the pointer z (to mimic
a random selection).

In the following lemma, we show two important properties
of the deterministic modular clock algorithm. The proof can
be easily done by using the Chinese Remainder Theorem and
thus omitted due to space limitation.

Lemma 2: Suppose that user i generates the sequence
{αi(t), t ≥ 0} by using the deterministic modular clock
algorithm in Algorithm 1 with the available channel set
ci = {ci(0), ci(1), . . . , ci(ni − 1)}, the period pi ≥ ni, the
slope ri > 0 that is relatively prime to pi, and the bias
0 ≤ bi ≤ pi − 1.

(i) For any integer d, ci ⊂ {αi(t+d), t = 0, 1, . . . , pi−
1}.

(ii) Let ci × cj = {(ci(τ1), cj(τ2)), τ1 = 0, 1, . . . , ni −
1, τ2 = 0, 1, . . . , nj − 1} be the set that contains
all the pairs of available channels for users i and
j. If pi and pj are relatively prime, then ci × cj ⊂

{(αi(t+ d1), αj(t+ d2)), t = 0, 1, . . . , pipj − 1} for
any integers d1 and d2.

From Lemma 2(ii), we have the following corollary.
Corollary 3: Suppose that user i (resp. user j) uses the

deterministic modular clock algorithm in Algorithm 1 to
generate its CH sequence with the period pi (resp. pj). If pi
and pj are relatively prime, then under (A1) these two users
will rendezvous on every common available channel at least
once within pipj time slots.

We note that Corollary 3 was previous shown in Theorem 4
of [9] when pi and pj are assumed to be two different primes.
As shown in [9], the problem arises when pi and pj are not
relatively prime. In this case, there is no guarantee that these
two users can rendezvous within a finite number of time slots
(see e.g., Proposition 5 of [9]). To address such a problem,
it is suggested in [9] that user i randomly selects a prime in
[ni, 2ni]. Then it was shown numerically that the probability
for two users to select the same prime is very small when the
number of available channels for each user is large. But this
still does not guarantee that two users can rendezvous within
a finite number of time slots.

B. Strong symmetrization mapping

To ensure that two users can select two co-prime periods for
the deterministic modular clock algorithm, one common trick
(see e.g., [14], [22], [26], [33]) is to use the unique ID property
in (A2) to map the L-bit ID into another M -bit cyclic unique
codeword. An M -bit codeword

(
w(0), w(1), . . . , w(M − 1)

)
is cyclically unique if, for any cyclic shift d, the code-
word

(
w′(0), w′(1), . . . , w′(M − 1)

)
is not identical to(

w(d), w(d+ 1), . . . , w((M − 1 + d) mod M)
)
. Such a map-

ping is called the symmetrization mapping in [26]. Then each
user constructs two sequences from the deterministic modular
clock algorithm: the 0-sequence with the period p0 and the 1-
sequence with the period p1. The slopes (resp. biases) of both
0/1-sequences are set to 1 (resp. 0). The final CH sequence of a
user is constructed by interleaving M 0/1-sequences according
to the binary value of its M -bit cyclic unique codeword.
Specifically, let α0(t) (resp. α1(t)) be the 0-sequence (resp. 1-
sequence) at time t. If w(τ) = 0 (resp. 1) for 0 ≤ τ ≤M −1,
then we set the CH sequence X(τ + qM) = α0(q) (resp.
X(τ + qM) = α1(q)) for q = 0, 1, 2, . . .. As long as the
period of any 0-sequence is relatively prime to the period
of any 1-sequence, the result in Corollary 3 guarantees the
rendezvous of any two users within Mp0,maxp1,max time slots,
where p0,max (resp. p1,max) is the maximum of the periods of
the 0-sequences (resp. 1-sequences). One simple choice is to
set the period pi,0 of the 0-sequence of user i to be a power
of 2 that is not smaller than ni, i.e.,

pi,0 = 2⌈log2 ni⌉, (3)

(where ⌈x⌉ is the ceiling function that represents the smallest
integer that is not less than x), and the period pi,1 of the 1-
sequence of user i to an odd number that is not smaller than ni.
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Clearly, for such a choice, pi,0 and pj,1 are relatively prime.
Moreover, for all i = 1, 2, . . . ,K,

ni ≤ pi,1 ≤ ni + 1, (4)
ni ≤ pi,0 < 2ni. (5)

From (4) and (5), any two users will rendezvous within
2Mnmax(nmax + 1) time slots, where nmax = max1≤i≤K ni

is the maximum number of available channels. However, there
are still two shortcomings of the above approach:

(i) The mapping from the L-bit unique ID into another
M -bit cyclic unique codeword in the literature is not
easy to implement if we would like to keep M close
to L [26]. For instance, for a 48-bit MAC address, it
was proposed in [14] that adding another 48 bits of
1’s and 48 bits of 0’s to the MAC address results in a
144-bit cyclically unique codeword. A mapping algo-
rithm that requires M = L+⌈

√
L⌉(2+⌈log2 L⌉)+3

was proposed in [26]. For M = 48, this requires L
to be 107.

(ii) Even though the MCTTR is bounded, the ETTR is
rather poor in comparison with the random algorithm
in [9]. This is because pi,0 and pj,0 in (3) are not
relatively prime to each other and a lot of time
slots are wasted when both users are using their 0-
sequences.

To address these two problems, we need a stronger property
than the cyclic unique property for the symmetrization class
in [26].

Definition 4: (Strong symmetrization mapping) A set of
M -bit codewords {wi = (wi(0), wi(1), . . . , wi(M − 1)), i =
1, 2, . . . ,K} is called a strong M -symmetrization class if for
any integer d and i ̸= j, (at least) one of the following two
properties is satisfied:

(i) There exist 0 ≤ τ1, τ2 ≤ M − 1 such that
wi(τ1) = 1, wj((τ1 + d) mod M) = 0 and
wi(τ2) = 0, wj((τ2 + d) mod M) = 1.

(ii) There exist 0 ≤ τ1, τ2 ≤ M − 1 such that wi(τ1) =
wj((τ1 + d) mod M) = 0, and wi(τ2) ̸= wj((τ2 +
d) mod M).

A one-to-one mapping from the set of L-bit unique IDs
to a strong M -symmetrization class is called a strong M -
symmetrization mapping.

Clearly, a strong M -symmetrization class is an M -
symmetrization class in [26]. To construct a strong M -
symmetrization mapping, we use the C-transform in [34], [35].

Definition 5: (C-transform [34]) Consider an M -vector
UM = (u1, u2, . . . , uM−1, uM ) with ui ∈ N, i = 1, 2, . . . ,M .
Define a mapping C : x ∈ {0} ∪ N 7→ {0, 1}M as follows:

C(x) =
(
γ1(x), γ2(x), . . . , γM−1(x), γM (x)

)
, (6)

where
γM (x) =

{
1 if x ≥ uM

0 otherwise , (7)

and for i = M − 1, . . . , 2, 1, γi(x) is given recursively by

γi(x) =

{
1 if x−

∑M
k=i+1 γk(x) · uk ≥ ui

0 otherwise
. (8)

The mapping C(x) is called the C-transform of x with
respect to the basis vector UM . Intuitively, the C-transform
can be viewed as a “greedy” binary numeral system as the C-
transform of x is obtained by recursively subtracting x from
uM . In particular, if one selects ui = 2i−1 for all i, then
the C-transform of x is simply the usual binary representation
of x. In the following proposition, we state two important
properties of the C-transform: the complete decomposition
property (Lemma 5 of [34]) and the no consecutive 1’s
property (Lemma 3 of [35]).

Proposition 6:

(i) (Complete decomposition [34]) Assume that u1 =
1, and 1 ≤ ui+1 ≤

∑i
k=1 uk+1, i = 1, 2, . . . ,M−1.

Then x =
∑M

k=1 γk(x) · uk for 0 ≤ x ≤
∑M

k=1 uk.
(ii) (No ℓ consecutive 1’s [35]) If, furthermore, for some

ℓ ≥ 2, ui+1 ≤
∑i

k=i−ℓ+1 uk for i = ℓ, . . . ,M − 1,
then for all 0 ≤ x <

∑M
k=M−ℓ+1 uk, there are no ℓ

consecutive 1’s in C(x), i.e., there does not exist any
i such that γi(x) = γi−1(x) = · · · = γi−ℓ+1(x) = 1.

To understand these two properties, consider the Fibonacci
numeral system with the 6-vector U6 = (1, 2, 3, 5, 8, 13) as
the basis vector. Then for 0 ≤ x ≤ 32, the C-transform
uniquely maps x to a binary 6-vector. Moreover, for 0 ≤ x ≤
20, there is no two consecutive 1’s in C(x). For example,
C(20) = (0, 1, 0, 1, 0, 1) and C(15) = (0, 1, 0, 0, 0, 1). From
this example, we can map any four bit ID to a six bit codeword
that does not have 2 consecutive 1’s. In general, if we choose
ui = 2i−1, i = 1, 2, . . . , ℓ and ui+1 =

∑i
k=i−ℓ+1 uk for

i = ℓ, . . . , M̃ − 1 for some M̃ > ℓ, then the two properties
in Proposition 6 are satisfied and thus any M̃ -bit codeword
from the C-transform does not have ℓ consecutive 1’s. Now
we construct the (ℓ + 2)-bit delimiter with ℓ consecutive
1’s in the middle and two 0’s on both ends. We show in
Theorem 7 that adding this delimiter to an M̃ -bit codeword
from the C-transform is a strong M -symmetrization mapping
with M = M̃ + ℓ + 2. Such a strong M -symmetrization
mapping is outlined in Algorithm 2.

Theorem 7: Under the unique ID assumption in (A2),
Algorithm 2 is a strong symmetrization mapping from
an L-bit ID

(
γ1, γ2, . . . , γL

)
to an M -bit codeword(

w(0), w(1), . . . , w(M − 1)
)
.

Proof. From Proposition 6 (ii) and Algorithm 2, we know
that the substring of ℓ consecutive 1’s only appears in the
(ℓ+2)-bit delimiter and thus it appears exactly once in the M -
bit cyclically shifted codeword

(
w(d), w(d+1), . . . , w((M −

1 + d) mod M)
)

for any integer 0 ≤ d ≤ M − 1. Now
consider the codeword

(
wi(0), wi(1), . . . , wi(M−1)

)
and the

cyclically shifted codeword
(
wj(d), wj(d+ 1), . . . , wj((M −

1 + d) mod M)
)
.

Case 1. (d mod M) ̸= 0:
In this case, the (ℓ + 2)-bit delimiters of two M -bit code-

words are not aligned. Then we have wi(1) = . . . = wi(ℓ) = 1
and wj(t + d) mod M)), t = 1, . . . , ℓ, cannot be all 1.
Thus, there exists 1 ≤ τ1 ≤ ℓ such that wi(τ1) = 1 and
wj((τ1+d) mod M) = 0. On the other hand, we have wj(1) =
. . . = wj(ℓ) = 1 and wi((t−d) mod M)), t = 1, . . . , ℓ, cannot
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Algorithm 2 The C-transform strong symmetrization mapping

Require: An L-bit unique ID
(
γ1, γ2, . . . , γL

)
and a param-

eter ℓ.
Ensure: An M -bit codeword

(
w(0), w(1), . . . , w(M −1)

)
in

a strong M -symmetrization class.
1: Construct the basis vector by letting ui = 2i−1,

i = 1, 2, . . . , ℓ and ui+1 =
∑i

k=i−ℓ+1 uk for i =

ℓ, . . . , M̃ − 1, where M̃ is the smallest integer such that∑M̃
k=M̃−ℓ+1 uk ≥ 2L.

2: Convert the L-bit ID into an integer x ∈ [0, 2L − 1] by
letting x =

∑L
i=1 γi · 2i−1.

3: Use the C-transform to compute the M̃ -bit codeword
C(x) =

(
γ1(x), γ2(x), . . . , γM̃ (x)

)
.

4: Generate an ℓ-bit sequence with ℓ consecutive 1’s and
then add a 0 to each end of the ℓ-bit sequence to form an
(ℓ + 2)-bit delimiter, e.g., the 6-bit delimiter 011110 for
ℓ = 4.

5: Add the (ℓ + 2)-bit delimiter in front of the
M̃ -bit codeword to form the M -bit codeword(
w(0), w(1), . . . , w(M − 1)

)
, where M = M̃ + ℓ + 2,

w(0) = 0, w(1) = . . . = w(ℓ) = 1, w(ℓ + 1) = 0,
w(ℓ+ 1 + i) = γi(x), i = 1, 2, . . . , M̃ .

be all 1. Thus, there exists 1 ≤ ((τ2 + d) mod M) ≤ ℓ such
that wi(τ2) = 0 and wj((τ2 + d) mod M) = 1.
Case 2. (d mod M) = 0: In this case, the (ℓ+2)-bit delimiters
of two M -bit codewords are aligned. Choose τ1 = 0 and
we have wi(τ1) = wj(τ1) = wj((τ1 + d) mod M) = 0.
From the uniqueness of the L-bit ID assumption in (A2) and
the one-to-one mapping of the C-transform, we know there
exists ℓ + 2 ≤ τ2 ≤ M − 1 such that wi(τ2) ̸= wj(τ2) =
wj((τ2 + d) mod M).

The parameter ℓ in Algorithm 2 plays an important role
in the code rate L/M . Note that uk in Algorithm 2 grows
asymptotically at the exponentially rate ρ, i.e., uk ≈ ρk, where
ρ is the unique solution in the interval (1, 2) of the following
equation:

1 + ρ+ ρ2 + . . .+ ρℓ−1 = ρℓ.

In particular, for ℓ = 2, we have ρ = 1+
√
5

2 and the
asymptotic code rate is log2 ρ ≈ 0.6942. For ℓ = 5, we have
ρ ≈ 1.965848 and the asymptotic code rate is log2 ρ ≈ 0.9752.
Thus, M grows linearly in L in the asymptotic regime and
the asymptotic code rate is very close 1 even for a small
ℓ. The computational complexity of the C-transform strong
symmetrization mapping for an L-bit ID is O(M) and thus
O(L). However, as shown in [35], the hardware implemen-
tation complexity (in terms of the number of logic gates)
is O(M2) and that might pose a serious hardware design
challenge even for a 48-bit MAC address.

One trick to reduce the hardware implementation complex-
ity of the C-transform strong symmetrization mapping is to
divide the L-bit ID into k parts with

L = L1 + L2 + . . . Lk.

TABLE II: The 4B5B encoding table

4B data 5B code 4B data 5B code
0000 11110 1000 10010
0001 01001 1001 10011
0010 10100 1010 10110
0011 10101 1011 10111
0100 01010 1100 11010
0101 01011 1101 11011
0110 01110 1110 11100
0111 01111 1111 11101

Then use the C-transform with the parameter ℓ for each part
to construct an M̃k-bit codeword. By inserting a 0 between
the two codewords of two successive parts, we then have an
M̃ -bit codeword that does not have ℓ consecutive 1’s, where
M̃ = M̃1+. . . M̃k+k−1. As in Algorithm 2, the last step is to
add the (ℓ+2)-bit delimiter to the M̃ -bit codeword to form an
M -bit codeword with M = M̃ + ℓ+2. For example, suppose
L = 48 (for a MAC address). We divide it into two parts,
each with 24 bits. For ℓ = 5, we then have M̃1 = M̃2 = 25,
M̃ = 51, and M = 58. This is much smaller than 144 in [14]
and 107 in [26].

C. 4B5B encoding

In this section, we propose a much simpler strong sym-
metrization mapping than the C-transform in the previous
section. The idea is to use the standard 4B5B coding of
the L-bit unique ID to construct a strong M -symmetrization
mapping, where M = ⌈L/4⌉∗5+6. In particular, for L = 48,
we have M = 66, which is slightly larger than 58 by using
the C-transform at the end of the previous section. The 4B5B
encoding scheme is widely used in computer networks (see
e.g., [36]). In such an encoding scheme, each piece of 4 bits
is uniquely mapped to a 5-bit codeword (see Table II). One
salient feature of the 4B5B encoding scheme is that each 5-bit
codeword has at most one leading 0 as well as at most two
trailing 0’s. Thus, encoding the L-bit ID results in a ⌈L/4⌉∗5-
bit codeword that does not have 4 consecutive 0’s. Now we
add the 6-bit delimiter 100001 in front of the ⌈L/4⌉ ∗ 5-bit
codeword to construct an M = ⌈L/4⌉ ∗ 5 + 6 codeword. The
details of the mapping from an L-bit ID to an M -bit codeword
is shown in Algorithm 3.

Algorithm 3 The 4B5B strong symmetrization mapping

Require: An L-bit unique ID.
Ensure: An M -bit cyclic unique codeword(

w(0), w(1), . . . , w(M − 1)
)
, where M = ⌈L/4⌉ ∗ 5+ 6.

1: If L is not an integer multiple of 4, append 4−(L mod 4)
0’s to the unique ID to form a ⌈L/4⌉ ∗ 4-bit ID.

2: Use the 4B5B encoding scheme to encode the ⌈L/4⌉ ∗ 4-
bit ID into a ⌈L/4⌉ ∗ 5-bit codeword.

3: Add the 6-bit delimiter 100001 in front of the ⌈L/4⌉∗5-bit
codeword to form a (⌈L/4⌉ ∗ 5 + 6)-bit codeword.

In the following lemma, we show that the 4B5B mapping
in Algorithm 3 is indeed a strong symmetrization mapping.

Lemma 8: Under the assumption in (A2), let(
wi(0), wi(1), . . . , wi(M − 1)

)
be the codeword generated
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from Algorithm 3 by using the L-bit ID of user i. Then such
a mapping is a strong M -symmetrization mapping.
Proof. From the 4B5B mapping in Algorithm 3, we know
that the substring of 4 consecutive 0’s only appears in the 6-
bit delimiter 100001 and thus it appears exactly once in the
M -bit codeword for any cyclic shift d. By inverting each bit
of the M -bit codeword, we have the 6-bit delimiter 011110
and the substring of 4 consecutive 1’s appears exactly once in
the inverted M -bit codeword for any cyclic shift d. Following
the same argument as that in the proof of Theorem 7 then
leads to the desired result.

D. Two-prime modular clock algorithm

Now we combine the deterministic modular clock algorithm
in Algorithm 1 and the strong symmetrization mappings in
Algorithm 2 and Algorithms 3 to construct a CH that can
provide guaranteed rendezvous under the assumption that each
user is assigned with a unique ID. Such an algorithm is called
the two-prime modular clock algorithm in this paper and its
detail is shown in Algorithm 4. The idea, as described before,
is to interleave M 0/1-sequences according to the binary
value of its M -bit codeword from the strong symmetrization
mapping of the L-bit ID. For user i, we selects two primes
pi,0 and pi,1 such that ni ≤ pi,0 < pi,1. A 0-sequence
(resp. 1-sequence) of user i is then constructed by using the
deterministic modular clock algorithm with the prime pi,0
(resp. pi,1). The slope parameter and the bias parameter are
determined by a deterministic hash function so that these two
parameters appear to be “random.” Then the CH sequence of a
user is constructed by interleaving M 0/1-sequences according
to its M -bit codeword.

We note that it is possible that pi,0 = pj,1 and thus
the previous relatively prime argument for interleaving M
0/1-sequences according to cyclic unique codewords fails.
Fortunately, the two properties for a strong symmetrization
mapping is much stronger than the cyclic unique property
and we can use them to prove guaranteed rendezvous in the
following theorem.

Theorem 9: Suppose the assumptions in (A1) and (A2)
hold and all the K users use Algorithm 4 to generate their
CH sequences. Then user i and user j will rendezvous
on every common available channel at least once within
M max[pi,0pj,1, pi,1pj,0] time slots.
Proof. Let d be the clock shift between these two users. Note
from Algorithm 4 that for t ∈ {τ, τ +M, τ +2M, . . .}, user i
uses a wi(τ)-sequence and user j uses a wj(τ + d)-sequence.
In view of the definition of the strong M symmetrization
mapping in Definition 4, we consider the following two cases.
Case 1. There exist 0 ≤ τ1, τ2 ≤ M − 1 such that
wi(τ1) = 1, wj((τ1 + d) mod M) = 0 and wi(τ2) =
0, wj((τ2 + d) mod M) = 1:

In this case, for t ∈ {τ1, τ1 +M, τ1 +2M, . . .}, user i uses
a 1-sequence and user j uses a 0-sequence. The 1-sequence
of user i is generated from the deterministic modular clock
algorithm with the prime pi,1 and and the 0-sequence of user
j is generated from the deterministic modular clock algorithm

with the prime pj,0. If pi,1 ̸= pj,0, then we conclude from
Corollary 3 that these two users will rendezvous on every
common available channel at least once within Mpi,1pj,0 time
slots.

On the other hand, if pi,1 = pj,0, then we have

pj,1 > pj,0 = pi,1 > pi,0.

Now for t ∈ {τ2, τ2 + M, τ2 + 2M, . . .}, user i uses a 0-
sequence and user j uses a 1-sequence. The 0-sequence of user
i is generated from the deterministic modular clock algorithm
with the prime pi,0 and and the 1-sequence of user j is
generated from the deterministic modular clock algorithm with
the prime pj,1. Since pj,1 ̸= pi,0, we know from Corollary
3 that these two users will rendezvous on every common
available channel at least once within Mpi,0pj,1 time slots.
Case 2. There exist 0 ≤ τ1, τ2 ≤ M − 1 such that wi(τ1) =
wj((τ1+d) mod M) = 0, and wi(τ2) ̸= wj((τ2+d) mod M):

In this case, for t ∈ {τ1, τ1 +M, τ1 +2M, . . .}, user i uses
a 0-sequence and user j uses a 0-sequence. The 0-sequence
of user i is generated from the deterministic modular clock
algorithm with the prime pi,0 and the 0-sequence of user j
is generated from the deterministic modular clock algorithm
with the prime pj,0. If pi,0 ̸= pj,0, then we conclude from
Corollary 3 that these two users will rendezvous on every
common available channel at least once within Mpi,0pj,0 time
slots.

On the other hand, if pi,0 = pj,0, then we have

pi,1 > pi,0 = pj,0,

pj,1 > pj,0 = pi,0. (9)

Now for t ∈ {τ2, τ2+M, τ2+2M, . . .}, user i uses a wi(τ2)-
sequence and user j uses a wj(τ2+d)-sequence with wi(τ2) ̸=
wj(τ2+d). In view of (9), we conclude from Corollary 3 that
these two users will rendezvous on every common available
channel at least once within M max[pi,0pj,1, pi,1pj,0] time
slots.

Since there is a prime between [n, 2n] [37] and another
prime in [2n, 3n] [38], we then have the following corollary.

Corollary 10: Suppose the assumptions in (A1) and (A2)
hold and all the K users use Algorithm 4 to generate their CH
sequences. Furthermore, user i chooses pi,0 as the smallest
prime not smaller than ni and pi,1 as the smallest prime
larger than pi,0, i = 1, 2, . . . ,K. Then user i and user j will
rendezvous on every common available channel at least once
within 6Mninj time slots. In particular, for the 4B5B strong
symmetrization mapping, we have M = (⌈L/4⌉ ∗ 5 + 6) for
an L-bit ID.

Now we comment on the ETTR of the two-prime modular
clock algorithm. As mentioned at the beginning of this section,
one way to reduce the ETTR is to avoid introducing “stay”
modes that repeatedly examine the same channel pairs of two
users. As such, the slope r chosen in Line 8 of our algorithm is
an integer in [1, p−1] and it changes in every time slot. As the
slope r is nonzero, there is no “stay” mode in our algorithm.
On the other hand, the bias b chosen in Line 9 of our algorithm
is an integer in [0, p − 1]. Thus, the total number of “lines”
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Algorithm 4 The two-prime modular clock algorithm

Require: An available channel set c = {c(0), c(1), . . . , c(n−
1)}, two primes p1 > p0 ≥ n, and an L-bit ID.

Ensure: A deterministic sequence {X(t), t = 0, 1, . . .} with
X(t) ∈ c.

1: Use a strong M -symmetrization mapping (such as Algo-
rithm 2 or Algorithm 3) to construct an M -bit codeword
(w(0), w(1), . . . , w(M − 1)) from the L-bit ID.

2: Let z = 0.
3: For each t, compute the following variables:
4: q = ⌊t/M⌋.
5: s = (t mod M).
6: p = pw(s).
7: y = (s mod (p(p− 1))).
8: r = (y mod (p− 1)) + 1.
9: b = ⌊y/(p− 1)⌋.

10: k = ((r ∗ q + b) mod p).
11: If k ≤ n− 1, let X(t) = c(k).
12: Otherwise, let X(t) = c(z) and update z ← ((z +

1) mod n).

with nonzero slopes is p(p − 1) and each y in Line 7 of our
algorithm corresponds to one of the time-interleaved p(p− 1)
“lines”. As such, our algorithm selects each available channel
with an equal probability in the long run and thus appears to be
random. In Section IV, we will show by computer simulations
that the ETTR of our algorithm for two-user rendezvous is
almost the same as that of the random algorithm.

To provide a rigorous argument for the ETTR of the
two-prime modular clock algorithm, let us consider using
(deterministic) pseudorandom number generators to generate
the slope r and the bias b (instead of using the deterministic
hash functions in Algorithm 4). Specifically, let h1(t, p),
h2(t, p) and h3(t, p) be three pseudorandom number gener-
ators that return “independent” and “uniformly distributed”
integers in [0, p − 1] with the seed t. Then we can replace
r = h1(s, p − 1) + 1 in Line 8, b = h2(s, p) in Line 9
and X(t) = c(h3(t, n)) in Line 12. If the same p is used
for t = 0, 1, 2, . . . ,M − 1, then the integers k(t) in Line 10
are clearly independent and uniformly distributed in [0, p−1].
Even though we use two different primes p0 and p1, the family
of random variables {X(t), t = 0, 1, 2, . . . ,M − 1}, in Lines
11 and 12 are independent as they are deterministic functions
of the three independent random variables, h1(s, p − 1),
h2(s, p) and h3(t, n). It is also not hard to see that X(t),
t = 0, 1, 2, . . . ,M − 1, are chosen from the available channel
set c = {c(0), c(1), . . . , c(n − 1)} with equal probabilities.
Thus, for t = 0, 1, 2, . . . ,M−1, the two-prime modular clock
algorithm behaves as if it were the random algorithm. On
the other hand, we note that X(t) and X(t + qM) are not
independent as they both have the same s and thus the same
r and b. Such a correlated property ensures that the MCTTR
is bounded as proved in Theorem 9.

Now we use these two properties to bound the ETTR of
the two-prime modular clock algorithm. Let h = ni,j/ninj

be the probability that the two users hop on one common

available channel by using the random algorithm. Clearly,
the ETTR of the random algorithm is 1/h. Also, let H =
M max[pi,0pj,1, pi,1pj,0] be the upper bound for the time-to-
rendezvous T in Theorem 9. As the two-prime modular clock
algorithm behaves as if it were the random algorithm for the
first M time slots, we have

E[T ] =
H∑
t=1

t · P(T = t)

=
M∑
t=1

t · P(T = t) +
H∑

t=M+1

t · P(T = t)

=
M∑
t=1

t · h(1− h)t−1 +
H∑

t=M+1

t · P(T = t)

≤
∞∑
t=1

t · h(1− h)t−1 +H
H∑

t=M+1

P(T = t)

= 1/h+H · P(T > M)

= 1/h+H · (1− h)M . (10)

As H is linear in M , the second term converges to 0 as M →
∞. Thus, the ETTR of the two-prime modular clock algorithm
is almost the same as that of the random algorithm when M
is large.

The idea of using two primes to generate CH sequences
is not new. For instance, under the two-radio assumption,
i.e., each user can hop on two channels at the same time,
it was shown in Algorithm 2 of [23] that the two users can
rendezvous in O(ninj) time slots. By using the strong sym-
metrization mapping, our two-prime modular clock algorithm
does this with a single radio.

As an illustrating example, let us consider a CRN with two
users and five channels {0, 1, 2, 3, 4}. The available channel
set for user 1 (resp. user 2) is c1 = {c1(0), c1(1), c1(2)} =
{0, 2, 4} (resp. c2 = {c2(0), c2(1), c2(2)} = {3, 0, 1}). Thus,
both users have three available channels and the only common
available channel is channel 0. Each user is assigned with a
four-bit ID, i.e., L = 4, and the ID of user 1 (resp. user 2)
is 0100 (resp. 0001). Using the 4B5B mapping in Algorithm
3 yields a 10-bit codeword 10000101010 for user 1 (resp.
10000101001 for user 2). Thus, M = 10. As each user has
three available channels, we have p1,0 = p2,0 = 3 and p1,1 =
p2,1 = 5 for the two-prime modular clock algorithm. In Figure
1, we show the CH sequences for these two users from t = 0
(the top sequence for user 1 and the bottom sequence for user
2). Note that the difference between the two local clocks of
these two users is 3 in this figure.

III. MULTIUSER RENDEZVOUS

For the multiuser rendezvous problem, one commonly used
approach is to achieve multiuser rendezvous by a series of
pair-wise rendezvous (see e.g., [11], [13], [19]). The basic
idea, as described in [11], [13], [19], is to elect a leader when
a set of users rendezvous on a channel. Then every user in this
set hops along with the leader. To work with the two-prime
modular clock algorithm in Algorithm 4, each user is required
to maintain the following state information:
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0 0 2 2 4 2 0 2 2 4 4 2 4 4 0 0 4 2 0 4

3 3 0 0 1 0 3 0 0 0 1 0 1 1 3 3 1 0 3 1

rendezvous rendezvous

Fig. 1: An illustrating example for the two-prime modular clock algorithm with two users (the top sequence for user 1 and
the bottom sequence for user 2).

(i) user’s available channel set

c = {c(0), c(1), . . . , c(n− 1)},

(ii) leader’s available channel set

c′ = {c′(0), c′(1), . . . , c(n′ − 1)},

(iii) the common channel set

c′′ = {c′′(0), c′′(1), . . . , c(n′′ − 1)},

(iv) leader’s two primes p1 > p0 ≥ n′, and
(v) leader’s L-bit ID.

Initially, each user considers itself as a leader and thus sets
leader’s available channel set and the common channel set to
be the same as its available channel set. Then each user selects
two primes following the selection in Corollary 10 and sets
leader’s L-bit ID according to its own ID. When a set of users
rendezvous on a channel, they exchange their state information
and their local clocks. Then a leader is elected among this set
of users. Each user in this set computes the new common
channel set from the intersection of the common channel sets
of these users. Moreover, each user in this set synchronizes
its clock to the clock of the leader and update its leader’s
available channel set, leader’s two primes and leader’s L-bit
ID to generate its CH sequence onwards. For instance, if user
i and user j rendezvous on a channel and user i is elected
as the leader, then user i (as the leader) updates its “common
channel set” by taking the intersection of c′′i and c′′j . Similarly,
user j also updates its “common channel set” by taking the
intersection of c′′i and c′′j . Moreover, user j synchronizes its
clock to user i’s clock and replaces its “leader’s available
channel set”, “leader’s two primes”, and “leader’s L-bit ID” by
user i’s “leader’s available channel set”, “leader’s two primes”,
and “leader’s L-bit ID”.

There are two issues that need to be further clarified: (i)
the method of electing the leader, and (ii) the method of
replacing a channel in the CH sequence of the leader that is
not an available channel to a user following the leader. Since
we assume that each user is assigned with a unique ID, one
common way to address the problem of electing a leader is
to elect the user with the largest ID. But this may not be
a good choice for the deterministic modular clock algorithm
as the period of the user with the largest ID might be very
large. A better alternative is to select the leader with the
smallest number of available channels. If there is a tie, then

the user with the largest ID among the users with the smallest
number of available channels is elected. On the other hand, one
solution for the second problem is for each user to hop only
on the channels in the common channel set. This is outlined
in the stick together algorithm in Algorithm 5.

Algorithm 5 The stick together channel hopping algorithm

Require: User’s available channel set c =
{c(0), c(1), . . . , c(n − 1)}, leader’s available channel set
c′ = {c′(0), c′(1), . . . , c(n′ − 1)}, a common channel set
c′′ = {c′′(0), c′′(1), . . . , c(n′′ − 1)}, leader’s two primes
p1 > p0 ≥ n′, and leader’s L-bit ID.

Ensure: A deterministic sequence {X(t), t = 0, 1, . . .} with
X(t) ∈ c.

1: Use a strong M -symmetrization mapping (such as Algo-
rithm 2 or Algorithm 3) to construct an M -bit codeword
(w(0), w(1), . . . , w(M − 1)) from leader’s L-bit ID.

2: Let z = 0.
3: For each t, follow Algorithm 4 to compute the clock k.
4: If c′(k) is a channel in the common channel set, i.e.,

c′(k) ∈ c′′, let X(t) = c′(k).
5: Otherwise, select a channel from the common channel

set by letting X(t) = c′′(z) and update z ← ((z +
1) mod n′′).

Since Algorithm 5 is a deterministic algorithm, the set of
users then hops along with the leader after their rendezvous.
This is why we call Algorithm 5 the stick together algorithm.
In the following theorem, we show an upper bound for the
MCTTR of K users.

Theorem 11: Suppose the assumptions in (A1) and (A2)
hold and each user chooses its initial two primes as in Corol-
lary 10 and uses Algorithm 5 to generate its CH sequence.
When a set of users rendezvous on a channel, the user with
the largest ID among the user(s) with the smallest number of
available channels in this set of users is elected as the leader
of this set of users. Then all the K users will rendezvous on
a common channel in 6Mnminnmax time slots, where

nmin = min
1≤i≤K

ni, (11)

nmax = max
1≤i≤K

ni, (12)

are the minimum number and the maximum number of avail-
able channels among the K users, respectively.
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Proof. Let call = ∩Ki=1ci be the set of common channels.
The key insight of Algorithm 5 is that it is a deterministic
algorithm and the time slots that a user hops on a channel in
call will not be changed as long as it is still a leader. Once a
leader becomes a follower of a leader after a group rendezvous,
the follower will hop on a channel in call at the same time
slots as its leader. From the way we select a leader, there is
a total ordering of these K users. Suppose that user i is the
user with the largest ID among the user(s) with the smallest
number of available channels. Thus, ni = nmin and user i is
always elected as the leader every time it makes a rendezvous
with other users on a channel. As such, the parameters needed
in Algorithm 5 for user i is never changed except the common
channel set is getting smaller after a rendezvous and eventually
converges to call. Thus, the time slots that user i hops on a
channel in call are never changed. Call these time slots of user
i as rendezvous time slots. From Corollary 10, we know that
user i will rendezvous with other leaders (and their followers)
on these rendezvous time slots within 6Mnminnmax time slots.

One interesting question is whether the stick together policy
is a good policy. It was argued and shown by computer
simulation in [13] that it might be helpful for users to spread
out to increase the opportunity to find other users. In order to
have the guaranteed rendezvous property in Theorem 11, the
spread out policy has to be implemented with care. For this,
we modify Algorithm 5 by allowing each user to use both its
available channel set and the common channel set to generate
its CH sequence. This is outlined in Algorithm 6.

Algorithm 6 The spread out channel hopping algorithm

Require: User’s available channel set c =
{c(0), c(1), . . . , c(n − 1)}, leader’s available channel set
c′ = {c′(0), c′(1), . . . , c(n′ − 1)}, a common channel set
c′′ = {c′′(0), c′′(1), . . . , c(n′′ − 1)}, leader’s two primes
p1 > p0 ≥ n′, and leader’s L-bit ID.

Ensure: A deterministic sequence {X(t), t = 0, 1, . . .} with
X(t) ∈ c.

1: Use a strong M -symmetrization mapping (such as Algo-
rithm 2 or Algorithm 3) to construct an M -bit codeword
(w(0), w(1), . . . , w(M − 1)) from the L-bit ID.

2: Let z = 0.
3: For each t, follow Algorithm 4 to compute the clock k.
4: If c′(k) is a channel in the common channel set, i.e.,

c′(k) ∈ c′′, let X(t) = c′(k).
5: Otherwise, select a channel from the available channel set

by letting X(t) = c(z) and update z ← ((z + 1) mod n).

The only difference between the stick together algorithm in
Algorithm 5 and the spread out algorithm in Algorithm 6 is the
last step. In the stick together (resp. spread out) algorithm, a
channel is selected from the common (resp. available) channel
set. As such, if X(t) is a common channel, then all the users
following the same leader still hop to the same channel. Such a
property ensures that the worst case result in Theorem 11 still

holds. In the experiment section, we will compare the ETTR
for these two algorithms.

IV. EXPERIMENTS

In this section, we conduct extensive simulations to compare
the performance of our two-prime modular clock algorithm
with that of some best-performed CH algorithms in the litera-
ture, including Modified Modular Clock Algorithm [9], FRCH
[17], and Advanced Rendezvous Protocol [26].

A. Simulation settings

In our experiments, there are N = 50 channels, indexed
from 0 to 49. In order to satisfy the assumption that there
is at least one common available channel in (A1), channel
0 is chosen to be in the available channel set for each user.
For the rest 49 channels, we randomly assign them to the
available channel set of each user. Specifically, for user i, i =
1, 2, . . . ,K, we assign a system parameter, called the channel
availability probability vi. Each of the 49 remaining channels
is assigned independently to the available channel set of user i
with probability vi. In Figure 2, we show the expected number
of common available channels among K users as a function
of the channel availability probability when vi = v for all
i = 1, 2, . . . ,K. Such curves are generated by averaging over
100,000 simulations. It is clear to see that the expected number
of common available channels is increasing in the channel
availability probability, ranging from the lowest value 1 (when
v = 0) to the largest value 50 (when v = 1). The expected
number of common available channels is also decreasing in
the number of users K and it is more difficult to have more
than one common available channel when K is large and v is
small.
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Fig. 2: The expected number of common available channels
as a function of the channel availability probability and the
number of users.

For the unique ID assumption in (A2), we assign each user
a randomly generated 48-bit ID (to mimic its 48-bit MAC
address). The 48-bit ID is transformed into a 66-bit codeword
by the 4B5B mapping in Algorithm 3 for our two-prime
modular clock algorithm. The clock drift of each user for our
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two-prime modular clock algorithm is uniformly selected in
[0, T − 1], where T = 66 ∗ p0 ∗ (p0 − 1) ∗ p1 ∗ (p1 − 1). On
the other hand, we also use the η1-symmetrization mapping in
[26] to transform the 48-bit ID into a 99-bit cyclically unique
codeword for the Advanced Rendezvous Protocol in [26]. The
clock drift of each user for the Advanced Rendezvous Protocol
in [26] is uniformly selected in [0,98].

B. Two-user rendezvous

In Figure 3, we show the simulation results for the ETTRs
of these CH algorithms with two users. Each data point in
this figure is obtained by averaging over 100,000 simulations.
The ”lower bound” curve is the average of the lower bound
(ninj+1)/(ni,j+1) for ETTR in Proposition 1 over 100,000
simulations. As shown in Figure 3, the ETTR of our two-prime
modular clock algorithm basically overlaps with that of the
random algorithm and it is significantly better than the other
three CH algorithms. In fact, after examining the numerical
values of the simulation results, our two-prime modular clock
algorithm is slightly better than the random algorithm when
the channel availability probability is in the range of [0.25, 1]
and in that range it is nearly optimal as it is very close to the
lower bound curve.

The reason that the modified modular clock algorithm in
[9] does not perform well is because the channel availability
probabilities are set to be the same for these two users and thus
the difference of the number of available channels for these
two users is small. As such, it is very likely for the modified
modular clock algorithm in [9] to select the same prime for
these two users at the beginning. As it takes a long time to
detect the need to change the primes of the two users, a lot
of time slots are wasted and that leads to a long ETTR. On
the other hand, our two-prime modular clock algorithm does
not have that problem as it has been solved by the strong
symmetrization mapping in Theorem 9.

FRCH in [17] uses the DRSEQ algorithm [8] to generate its
default sequence. When all the channels are available to both
users, it was proved in [28] that a randomized version of the
DRSEQ algorithm has a slightly shorter ETTR than that of the
random algorithm. As such, FRCH performs roughly as well
as the random algorithm in our simulations when the channel
availability probability v is 1. However, the adaptive sequence
of FRCH has a ”stay” mode that replaces each unavailable
channel in its default sequence by the same channel in its
available channel set for a duration of 2N + 1 time slots,
where N is the total number of channels. As shown in Figure
3, the ETTR of FRCH is much worse than that of the random
algorithm when the channel availability probability v is less
than 1. We note that FRCH does not need the unique ID
assumption in (A2). But it needs a universal channel labelling
method for the N channels.

The Advanced Rendezvous Protocol in [26] also assumes
the unique ID assumption in (A2). For an 48-bit ID, The η1-
symmetrization mapping adds a delimiter that has 49-bit of 0’s
in the middle and two 1’s at the both ends. As such, there are
many 0’s in the 99-bit cyclically unique codeword and thus
both users use their 0-sequences very often. Since there is no

guaranteed rendezvous when both users use their 0-sequences,
a lot of time slots are wasted. On the other hand, the 4B5B
strong symmetrization mapping in Algorithm 3 does not yield
a lot of consecutive 0’s or 1’s in its codeword and it is a better
way to encode the ID than the η1-symmetrization mapping in
[26].

The Conversion Based Hopping (CBH) algorithm in [25]
also assumes the unique ID assumption in (A2). The ID
conversion is based on the (p − 1)-ary representation of an
ID, where p is a prime not smaller than the maximum of the
number of available channels and 3. Obtaining the (p−1)-ary
representation for a 48-bit integer is not as easy as the 4B5B
strong symmetrization mapping in Algorithm 3. For simplicity,
we randomly choose the ID of a user uniformly in [1,100] for
our simulations of the CBH algorithm. As shown in Figure 3,
the ETTR of CBH is larger than that of our two-prime modular
clock algorithm (and the random algorithm). One possible
explanation for this is that CBH uses a deterministic mapping
from the p “logical” channels to the available channels (see
Line 17 of Algorithm 3 in [25]) and the load is thus not evenly
distributed among the available channels.

The CH sequence generating algorithm (CHGA) in [30]
is a hybrid CH algorithm that interleaves the simple random
algorithm with a deterministic CH algorithm (such as CRSEQ
[7] and JS [11]). In our simulations, it is generated by using the
wake-up sequence {1,1,1,0,1,0,0,0} and the JS algorithm [11].
When the designated output of the JS algorithm is not in the
available channel set, we simply choose an available channel
uniformly at random. Such a wake-up schedule corresponds
to the duty cycle of 50% and thus both users of CHGA use
the simple random algorithm for more than 50% of the time.
As shown in Figure 3, its ETTR is still slightly larger than
our two-prime modular clock algorithm when the channel
availability probability v is in the range of [0.1, 0.6]. When
the channel availability probability is in the range of [0.6, 1],
the ETTRs of both algorithms are almost the same and they
are very close to the lower bound curve. When the duty cycle
of the wake-up schedule of CHGA is increased to 100%, it
reduces to the JS algorithm [11]. As shown in Figure 3, the
ETTR of the JS algorithm is almost the same as that of CHGA
when v is less than 0.3 (as the JS algorithm behaves as if it
were a random algorithm in that range). When v is in the range
of [0.3, 0.6], we start to see the effect of the “stay” mode and
the ETTR of the JS algorithm is slightly larger than that of
CHGA. Such an effect will be more apparent in the multiuser
rendezvous setting. When v is in the range of [0.8, 1], the
ETTR of the JS algorithm drops significantly and performs
much better than the other algorithms as the JS algorithm is
able to “learn” from unsuccessful rendezvous by using the
universal labelling of the channels.

In Figure 4, we also compare the simulated MCTTRs for
five algorithms that achieve guaranteed rendezvous: the two-
prime modular clock algorithm, CBH [25], the Advanced
Rendezvous Protocol in [26], CHGA in [30], JS in [11] and
FRCH in [17]. The simulated MCTTR is measured by the
maximum of the TTRs of 10,000 independent simulations.
Each data point in Figure 4 is then obtained by averaging over
100 simulated MCTTRs. As shown in Figure 4, the simulated



12

MCTTR of our two-prime modular clock algorithm is still
significantly better than that of the Advanced Rendezvous
Protocol in [26]. This is because both the MCTTRs of our two-
prime modular clock algorithm and the Advanced Rendezvous
Protocol in [26] depend on the number of coded bits M .
Since the 48-bit ID is used, we have M = 66 for our two-
prime modular clock algorithm and M = 99 for the Ad-
vanced Rendezvous Protocol in [26]. The simulated MCTTR
of CBH [25] is slightly larger than that of the Advanced
Rendezvous Protocol in [26] (even the IDs in CBH are chosen
in [1,100]). This might be because the MCTTR of CBH
is O(max[ni, nj ]

2) and that of the Advanced Rendezvous
Protocol is only O(ni ·nj). The simulated MCTTR of CHGA
in [30] is comparable with that of the two-prime modular clock
algorithm. On the other hand, the simulated FRCH could be
very large when the channel availability probability is slightly
less than 1. But when all the channels are available, both the
simulated MCTTRs of FRCH and JS drop significantly due to
their ability to learn from unsuccessful rendezvous.
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Fig. 3: Comparison of the ETTRs of various CH algorithms,
including the random algorithm, the modified modular clock
algorithm [9], FRCH [17], CBH [25], the advanced rendezvous
protocol (Adv. rdv) [26], CHGA [30], JS [11] and our two-
prime modular clock algorithm. The ”lower bound” curve is
the average of the lower bound (ninj+1)/(ni,j+1) for ETTR
in Proposition 1 over 100,000 simulations.

C. Multiuser rendezvous

To evaluate the performance of the multiuser rendezvous
algorithms, we compare the simulation results from our al-
gorithms with those from the random algorithm. To extend
the random algorithm for multiuser rendezvous, each user
considers itself as the leader at the beginning and it also
keeps the information of the common channel set. As in the
stick together algorithm, when a group of users rendezvous
on a channel in the random algorithm, they elect a leader,
compute the new common channel set, and then hop together
with the leader. At every time slot, each leader uniformly
selects a channel in its common channel set. In Figure 5,
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Fig. 4: Comparison of the MCTTRs of various CH algorithms,
including FRCH [17], CBH [25], the advanced rendezvous
protocol (Adv. rdv) [26], CHGA [30], JS [11] and our two-
prime modular clock algorithm.

we show the simulation results for three users with the same
channel availability probability v. Each data point in the graph
is also obtained by averaging over 100,000 simulations. To
our surprise, the spread out algorithm (Algorithm 6) is not
always better than the stick together algorithm (Algorithm 5)
as commonly claimed in the literature (see e.g., [13]). As
shown in Figure 5, the ETTR curve of the stick together
algorithm (Algorithm 5) and that of the random algorithm
almost overlap with each other except only a few points that
the stick together algorithm outperforms the random algorithm.
The spread out algorithm (Algorithm 6) does not perform as
well as the other two algorithms when the channel availability
probability v is small. On the other hand, it outperforms the
other two when v is larger than 0.3. The intuition behind this
is that when v is the small, the number of common channels
for the three users is very small. Under such a scenario, the
spread out algorithm that hops on one of its available channels
does not improve the rendezvous probability. As such, it might
be better to simply hop on one of the common channels as in
the stick together algorithm. In particular, when there is only
one common channel and that channel is known to a user,
the optimal policy for that user is to hop on that common
channel all the time. On the other hand, if there are lots of
common channels between any pair of two users, then the
spread out algorithm does improve the rendezvous probability.
When a group of users rendezvous, the state information can
be “synchronized” among this group of users and users with
“synchronized” state information (including the leader ID and
the common channel set) tend to rendezvous faster. Such a
phenomenon is similar to that in the distributed consensus
problem [39], [40].

The random algorithm and our algorithms are targeted for
the oblivious rendezvous setting, where there are no universal
labelling of the channels. To see the effect of having a
universal labelling of the channels, we also conduct the sim-
ulation for the Jump-stay (JS) algorithm in [11] for multiuser
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rendezvous. We note that the JS algorithm requires a universal
labelling of the channels and it cannot be applied to the
oblivious rendezvous problem. As shown in Figure 5, the
ETTR of the JS algorithm for K = 3 is significantly higher
than our algorithms when v is small. This is mainly due to
the effect of the long “stay” mode in the JS algorithm. On
the other hand, when v is close to 1, the ETTR of the JS
algorithm decreases rapidly and it performs even better than
the random algorithm and our algorithms. This is because
when all the channels are available to every user, the benefit
of having a universal labelling of the channels starts to emerge
for deterministic rendezvous algorithms like the JS algorithm.
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Fig. 5: Comparison of the ETTRs of the four multiuser
rendezvous algorithms for a system of three users. The channel
availability probability of each user is the same.

In Figure 6, we also show the simulation results for six
users with the same channel availability probability v. The
comparison results for six users in Figure 6 are in line with
those for three users in Figure 5.
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Fig. 6: Comparison of the ETTRs of the four multiuser
rendezvous algorithms for a system of six users. The channel
availability probability of each user is the same.

We also note that when all the channels are available to
every user, i.e., v = 1, then both the ETTRs of the stick

together algorithm and the spread out algorithm in Figure
5 and Figure 6 are almost the same as that of the random
algorithm. From the simulation results, it seems that the ETTR
of the random algorithm with K users and N channels can
be well approximated by 2N(1 − 1/K) for v = 1 and large
N . To see the intuition behind such an approximation, note
that for large N the rendezvous probability for a group of
more than two users is O(N−2) and thus one only needs to
consider the case that each rendezvous occurs with exactly
two users. As there are K(K − 1)/2 pairs of two users, the
first time that a rendezvous of two users occurs can be well
approximated by a geometric distribution with the parameter
K(K − 1)/2N . Then the expected time for such an event to
occur is 2N/K(K−1). After the occurrence of such an event,
the number of users is reduced from K to K − 1. A simple
induction then shows the ETTR of the random algorithm with
K users can be well approximated by

2N

K · (K − 1)
+

2N

(K − 1) · (K − 2)
+ . . .+

2N

2 · 1

= 2N(1− 1

K
).

Such an approximation argument for the ETTR of the random
algorithm is closely related to the expected coalescent time in
the Wright-Fisher model that finds the most recent common
ancestor for a population [41].

In our second experiment for the multiuser rendezvous
algorithms, we allow the channel availability probabilities of
the K users to be different. Specifically, the channel avail-
ability probability of user i is Vi/20, where Vi is uniformly
chosen from the set of integers {1, 2..., 20} in each simulation.
Each data point is again obtained by averaging over 100,000
simulations. As we show in Figure 7, the spread out algorithm
does have a better ETTR than the other two algorithms for
K = 2, 3, . . . , 20 in this experiment. This is because the
channel availability probability of each user is now selected
independently and the probability that all the users have very
small channel availability probabilities is small. On the other
hand, we also evaluate the JS algorithm [11] for this simulation
setting. As clearly shown in Figure 7, our two algorithms
significantly outperform the JS algorithm in terms of ETTR.
The intuition behind this is that the available channel sets of
the K users are quite different when the channel availability
probability is randomly selected by each user. Under such a
scenario, having a universal labelling of the channels does
not help too much for deterministic algorithms like the JS
algorithm. One interesting observation from Figure 7 is that
the ETTR is not always increasing in the number of users
K. This appears to be quite counterintuitive at the beginning.
But, as mentioned before, one factor that affects the TTR is the
speed to reach a consensus of the state information. Increasing
the number of users increases the speed to synchronize the
state information. In particular, when K ≥ 10, the number of
common channels among the K users is reduced to 1 (with a
very high probability) and that common channel (channel 0 in
our experiment) can be quickly identified by a user after a few
pairwise rendezvous. As such, increasing the number of users
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does not necessarily increase the ETTR under the assumption
that there is at least one common channel.
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Fig. 7: Comparison of the ETTRs of the four multiuser
rendezvous algorithms for a system of K users. The channel
availability probability of each user is selected independently.

V. CONCLUSION

In this paper, we considered the most challenging oblivious
rendezvous problem as in [19], [26]. For such a multichannel
rendezvous problem, it is generally assumed that (i) there
are no distinguishable roles of users, (ii) users’ clocks may
not be synchronized, (iii) users may have different available
channel sets, and (iv) there is no universal labelling of the
channels available to the users. By assuming there is at
least one common channel in (A1) and there is a unique ID
for each user in (A2), we proposed the two-prime modular
clock algorithm in Algorithm 4 based on the new class of
strong symmetrization mappings. The ETTR of the two-prime
modular clock algorithm is almost the same as that of the
random algorithm and its MCTTR is still upper bounded by a
finite constant comparable to the best bound in the literature.
As the ETTR of the random algorithm is close to the lower
bound of the oblivious rendezvous problem, the ETTR of our
algorithm is nearly optimal. We also extended the two-prime
modular clock algorithm for multiuser rendezvous. For this, we
proposed the stick together algorithm in Algorithm 5 and the
spread out algorithm in Algorithm 6. One interesting finding
for the multiuser rendezvous problem is that the spread out
algorithm is not always better than the stick together algorithm
as commonly claimed in the literature.

We note that there are other methods to achieve mul-
tiuser rendezvous. For example, one might consider a two-
step approach. First, users collect the state information from
other users through a sequence of pairwise rendezvous (or
a centralized server). Once all the users share the same
state information, they can use such information to achieve
multiuser rendezvous. Such a two-step approach is beyond the
scope of this paper and will require further study.

We also note that message exchange (in our multiuser ren-
dezvous algorithms) relies heavily on the underlining physical

networks. Like most multichannel rendezvous papers in the
literature, we did not consider the cost of message exchange
in our performance evaluation for our rendezvous algorithms.
Understanding the effect of the underlining physical networks
to our algorithms (as well as other rendezvous algorithms) will
be another important topic for our future research in this area.
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