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Abstract—Load-balanced switches have received a great deal TDM switch % TDM switch
of attention recently as they are much more scalable than other 1 1 . 1
existing switch architectures in the literature. However, as there —
exist multiple paths for flows of packets to traverse through load- . : . : H
balanced switches, packets in such switches may be delivered out . °
of order. In this paper, we propose a new switch architecture, -=_'=E
called the CR switch, that not only delivers packets in order but N N ——m N.

also guarantees 100% throughput. The key idea, as in a multiple

access channel, is to operate the CR switch in two modes: (l) the Fig. 1. The generic load-balanced switch architecture
contention mode in light traffic and (ii) the reservation mode in

heavy traffic. To do this, we invent a new buffer management

scheme, called I-VOQ (virtual output queue with insertion). With . . . .
the 1-VOQ scheme,vi(e give riggm:}s mathematical prc))ofs for N the literature. Among them, the Uniform Frame Spreading

100% throughput and in order packet delivery of the CR switch. (UFS) scheme [10] is the most simple one. The idea of the
By computer simulations, we also demonstrate that the average UFS scheme is to add virtual output queues (VOQ) at the
packet delay of the CR switch is considerably lower than other inputs of the whole switch and operate the system in frames.
schemes in the literature, including the uniform frame spreading packets destined for the same output are stored in the same
[ssc]r-]eme [10], the padded frame scheme [8] and the mailbox switch VOQ. Once a VOQ has more packets than the number of
input/output ports, that VOQ is called a full-framed VOQ. At
' the beginning of a frame, a full-framed VOQ is selected and
transmitted to the second stage. If there is no full-framed VOQ,
then nothing is transmitted. By so doing, a full-framed VOQ
I. INTRODUCTION “reserves” a frame (of time slots) and transmits its packets
Load-balanced switches (see e.g., [3], [5], [6], [8], [Lo]cOnsecutivelyn that frame. Though the UFS scheme is shown
[11]) have received a great deal of attention recently as they &Peachieve 100% throughput [10], the packet delay is large
much more scalable than other existing switch architectures(@ven in light traffic). This is known as the starvation problem
the literature. A typical load-balanced switch (see Figure & it takes time to accumulate packets for a full-framed VOQ.
consists of two stages: the first stage is for load-balancing

Index Terms—load-balanced switches, contention, reservation
I-VOQ, delay performance.

that converts incoming traffic into the uniform traffic, and FIFO ~ ~ S-TDM switch IVOQ S-TDM switch 1
the second stage is for switching of the uniform traffic. - —>
The connection patterns in the switches of both stages are : : . .
deterministicand periodic As such, there is no need to find FIFO

matchings as required in most input-buffered switches. N Y>E—> >

The problem of load-balanced switches is that there are mul-

tiple paths between each input/output pair. As such, packets=pf 2. The architecture of the mailbox switch (with= 0 in [5])
the same flow may be delivered out of sequence. To cope with

this problem, there are several tentative solutions proposedn the other hand, the mailbox switch (with = 0

. . _ _ iq [5]) has only one buffer (for storing a packet) between
This research was supported in part by the National Science Coun%’\,l Fi 2) Pack h d f h
Taiwan, R.0.C., under Contract NSC-93-2213-E-007-040, Contract NSEVO Stages (see Figure 2). Packets have to contend for that
93-2213-E-007-095, Contract NSC-94-2213-E-007-046, and the Program luffer and packets might be rejected in the central buffer
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12, 2007. the symmetric TDM (S-TDM) switch to provide a feedback



path. As there is only one buffer, packets from the same flow2) The CR switch maintains packets in order.

are delivered in order. However, as packets have to conten®) The communication overhead of the CR switchDigl ).

for that buffer, 100% throughput cannot be achieved. In fact,4) The online computation overhead of the CR switch can

it was shown in [5], the throughput for such a switch is only be in the order ofog V.

58%. The advantage of the mailbox switch is its low packet 5) In light traffic, the average delay of the CR switch is

delay in light traffic. In light traffic, collisions seldom occur aboutN/2 as in the mailbox switch.

and packets can be transmitted immediately after their arrivals6) In heavy traffic, the average delay of the CR switch is
still finite as in the UFS scheme.

VOQ  sDMswitch VO STDM switch 7) The CR switch transits between the contention mode
L i RIS and the reservation mode based on local queue lengths
T : = : : at each input. Hence, the control of the CR switch is
- = ) distributed
L™ ™ ~> 8) The size of each input buffer is bounded b.

From simulation, we will show that the CR switch performs

Fig. 3. The architecture of the CR switch much better in average delay than the Padded Frame (PF)

, L ) . scheme [8], the UFS scheme and the mailbox switch under

The main contribution of our work is to propose a switch| yaffic loadings with uniform and nonuniform destination

architecture, called the CR switch (see Figure 3), that C@fLyihtions. Compared with an input-buffered switch execut-
ha\{e the ananFages of both the UFS scheme n [10] gnd FH& the iSLIP matching algorithm, the CR switch performs
mailbox switch in [5]. We show that the CR switch achieveggiinctly petter under heavy traffic condition. When the traffic
100% throughput and delivers packets in order (as in g onuniform destination distributions, the iSLIP algorithm
UFS_ scheme), Wh"? malnta_unlng low pac_:ke_:t delay in _I'ghéannot achieve 100% throughput, while the CR switch can.
traffic (as in the mailbox switch). The main idea, as pointedq ever, the iSLIP switch has a better delay performance un-
out In the pioneer work b}’ Tobagi and Klelnrogk [16] for Yer light to medium traffic conditions. By simulation, we study
multiple access channel, is to have the CR switch operatig, fajrness problems of the CR switch. The first fairness
in two modes: the contention mode (in light traffic) and the, ,pem arises because of the deterministic and periodic TDM
reservation mode (in heavy traffic). As in the UFS schemg,noction pattern that the CR switch uses. This connection

when there is a full-framed VOQ, the CR switch operates gattern produces a fixed priority order among inputs for any
the reservation mode and transmits a full frame of packels, ., output port. We propose a port re-mapping method to

However, when there is no full-framed VOQ, it is operated iy e this fairness problem. In the second fairness problem,

the contention mode like the mailbox switch. The differencge ,pserve that packets transmitted in the contention mode
between our scheme and [16] is that our system has multiple, jikely to have longer delays than packets transmitted in
parallel channels while there is only one in [16]. The challengfe reservation mode. We note that a similar fairess problem
in multiple CR (Contention and Reservation) channels is [Qists in input-buffered switches with maximum weighted
maintain pgckets In sequence. . matching with longest queue first algorithm [14].

The key innovation that enables us tp do this is a new bUﬁ_erThiS paper is organized as follows: in Section Il we propose
management scheme, called I-VOQ (virtual output queue Wil R switch architecture and its operation. We then show
insertion). There are three types of packets in an I-VOQ: falfﬁat the CR switch delivers packets in order in Section Il and

packets, contention packets and reservation packets. A f%%ieves 100% throughput in Section IV. In Section V, by
packet is generated by the I-VOQ itself every time an I—VO@

X K K ) omputer simulation, we study the delay of the CR switch,
becomes empty. A reservation packet (a packet transmitte compare it with the padded frame scheme. The paper is

the reservation mode) is always stored at the end of an I-VOQy,yged in Section VI, where we address further research
A contention packet (a packet transmitted in the Comenti(ﬂ?oblems of the CR switch

mode) can only be stored at the head-of-line position of an'I-
VOQ if the head-of-line packet is a fake packet. Otherwise, a
contention packet is blocked and has to be retransmitted later. Il. THE SWITCH ARCHITECTURE
With the 1-VOQ scheme, we give rigorous mathematical |n Figure 3, we show the switch architecture for Anx N
proofs for 100% throughput and in order packet delivery @R switch. In theN x N CR switch, there aréV input ports
the CR switch. By computer simulations, we also demonstragiesp. output ports), indexed by = 1,2,..., N (resp.j =
that the average packet delay of the CR switch in light2 ... N).Asin the generic load-balanced switches [3], [4],
traffic is almost the same as that in the mailbox switche CR switch also consists of two crossbar switches. The
and it is considerably smaller than that in the UFS schemsyffers between the two crossbar switches are caltutral
Moreover, when compared with the Padded Frame scheme []ffers,indexed bym = 1,2,..., N and the buffers in front
an improved scheme for the starvation problem in the URS the first crosshar switch are calléaput buffers,indexed
scheme, our delay performance is also much better in lighy; = 1,2, ..., N. In the CR switch, we assume that packets
traffic and comparable in heavy traffic. are of the same size. Also, time is slotted and synchronized so
In summary, the CR switch has the following advantageshat a packet can be transmitted within a time slot. We index
1) The CR switch achieves 100% throughput. time slots byt = 1,2,...,00. Unless otherwise specified, by



input/output ports we mean those of the whole CR switdh an I-VOQ an arriving packet is allowed to replace its head-
instead of a single crossbar switch. of-line (HOL) packet. There are three kinds of packets in
In each input buffer, there ar& Virtual Output Queues an |-VOQ: fake packets, contention packets, and reservation
(VOQs). Each VOQ stores packets of the same output dgsckets. A fake packet is generated by the I-VOQ itself every
tination. We index the VOQ in input buffei with output time an I-VOQ becomes empty. By so doing, a fake packet is
destination;j by VOQ (i, 7). Packets arriving at an input portalways stored as a HOL packet and this guarantees that there
are stored in one of th&/ VOQs according to their output exists at least one packet in an 1-VOQ. When a contention
destinations. Then packets in tié input buffers are sent to packet arrives and the HOL packet of an I-VOQ is a fake
the N central buffers by the firslv x NV symmetric TDM (S- packet, then the fake packet is replaced by the contention
TDM) switch. There are two modes to send packets from tipacket and the contention packet becomes the HOL packet.
input buffers to the central buffers. One is the contention mod@therwise, the arriving contention packetrégected On the
the other is the reservation mode. A packet transmitted und¢her hand, when a reservation packet arrives, it is attached
the contentionrésp.reservation) mode is called a contentiorto the tail of an I-VOQ (we assume that the size of every
(resp.reservation) packet. In the central buffers, there &re 1-VOQ is infinite so that no reservation packet is lost due
I-VOQs (VOQ with Insertion). Similar to a VOQ, each I-VOQto buffer overflow). As there is at least one packet in an I-
stores packets of the same output destination. We index th&/BGQ, we note that a reservation packet cannot be stored as
VOQ in cental bufferm with destinationj by I-VOQ (m,j). a HOL packet upon its arrival at an I-VOQ. When an 1-VOQ
Finally, packets stored in th&¥ central buffers are transmittedis connected to its destination output, its HOL packet (fake
to the N output ports through the secod x N symmetric or not) is transmitted to the output and removed from the I-
TDM switch. VOQ. Packets behind the HOL packet are then moved up one
In the following subsections, we will illustrate the functiorposition, i.e., thep'" packet becomes th@ — 1) packet.
of the S-TDM switch, the I-VOQ, and the contention and We note that the CR switch needs one bit of feedback
reservation modes. Finally, we present an example to visualinéormation from the central buffer to the connected input
the operation of the whole CR switch. buffer to indicate whether the transmission of a contention
packet is successful. (In practice, one also needs this for
a reservation packet as it might also be rejected due to
buffer overflow.) As in the mailbox switch [5], this one bit

As shown in Figure 3, there are twly x N symmetric information can be sent via the feedback path provided by the
TDM switches in the CR switch. The connection patterns @fyo symmetric TDM switches.

these two switch fabrics are identical at the same time slot.

Each symmetric TDM switch consists &f input ports fesp. ] )

output ports) generically indexed by = 1,2,..., N (resp. C- Contention mode and reservation mode

js = 1,2,...,N). As in the mailbox switch [5], anV x N As pointed out in the pioneer work by Tobagi and Kleinrock
symmetric TDM switch is merely atv x N crossbar switch [16] for a multiple access channel, one should have the CR
that implements the following periodic connection patternswitch operating in the contention mode under light traffic to
input i, is connected to output, at timet if and only if have low delay, and in the reservation mode under heavy traffic
to maintain system stability. The question is then how the CR
switch knows whether the traffic is light or heavy without

In other words, for any positive integer inputi, is connected Measuring it.

to outputl at timei, + (g — 1)V, output2 at timei, + 1 + To answer this question, we operate the CR switch in
(9 —1)N,..., and outputN at timei, — 1+ gN. Also, itis @ frame-based manner as in the UFS scheme [10]. Every
clear from (1) that every connection pattern in a symmetrfe@me consists of N consecutive time slots. However, the
TDM switch is symmetric(as inputi, is connected to output Peginning time slots of frames are different for different
js if and only if outputi, is connected to inpuf,). As such, inputs/outputs. Specifically, framg of input i (resp. output
outputj, is connected to input at time j, + (g — 1)N, input J) begins at thef" time when inputi (resp. output j)

2 at time j, + 1 4 (g — 1)N,..., and inputN at time j, — is connected to thdirst central buffer. As such, we have
1+ gN. If each input/ouput pair of the whole CR switch iffom (1) that framef of input i (resp. output j) consists
built in the same line card, the symmetric connection patterfis time slotsi + (f — 1)N,...,i — 1 4 fN (resp. output
provide each central buffer a feedback path to its connectéd (f —1)N,...,j—1+ fN). If the number of packets in a

input buffer through its connected output port. VOQ at an '”DUt port is not less thaM, that VOQ is called
a full-framed VOQ. At the beginning of a frame, if an input

has a full-framed VOQ, then it is considered in heavy traffic
B. 1-VOQs and is operated in the reservation mode. That frame is then
To maintain packets (both contention packets and resercalled a reservation frame. Otherwise, it is considered in light
tion packets) in order, we invent a new buffer managemeinaffic and is operated in the contention mode. Accordingly,
scheme, called Virtual Output Queue with Insertion (I-VOQYhat frame is called a contention frame.
for the central buffers. Similar to a standard VOQ, an I-VOQ Now we describe the detailed operations for these two
stores packets of the same destination. The difference is thaides.

A. Symmetric TDM switches

(is +js) mod N = (t + 1) mod N. 1)



The reservation mode: each inputi keeps a reservation central buffers first and then packets in the HOL of I-VOQs
pointer for selecting a full-framed VOQ as in iSLIP [13]. Atare then moved to the connected outputs. The numbers in
the beginning of a reservation frame, the full-framed VOGhe buffers are the destination ports of the packets. Encircled
that is clockwisethe closest to the pointer is selected. Thaumbers in the central buffers correspond to the packets that
pointer is then incremented clockwise to one location beyoage moved in the shown time slot. In this example, we focus
the selected VOQ. Suppose that V@) is selected. In each on the operation of the CR switch and ignore the new arriving
time slot of that frame, the HOL packet from VO@, ¢) is packets for simplicity. Note that for input 1, frames begin at
sent to the connected central buffer One bit of information time slotst, ¢ + 3, t + 6, etc. For input 2 (resp. input 3),
is also transmitted to indicate that this packet is a reservatifsames begin at —2,¢+1,¢t+4, (resp.t —1,t+2,t+5) etc.
packet. The packet is then stored at the tail of I-VQ®,¢). Since input 1 has full-framed VOQs (VO@,1) and VOQ
The contention mode:each input keeps a contention pointer(1,3)), input 1 chooses to operate in the reservation mode
for selecting a nonempty VOQ as in iSLIP [13]. In eacland transmit packets from VO@I, 1). In this example, we
time slot of a contention frame, the nonempty VOQ that iassume that at timé — 2 input 2 chooses to operate in the
clockwisethe closest to the pointer is selected. The pointegservation mode. Thus, at timenput 2 sends a packet from
is then incremented clockwise to one location beyond théOQ (2,2) to I-VOQ (3,2). Assume that at time— 1 input 3
selected VOQ. Suppose that VO@ q) is selected in a time chooses the contention mode. Thus, at timaput 3 selects
slot of that frame. The HOL packet of VO@, ¢) is copied and VOQ (3,2) and transmits its HOL packet to central buffer 2.
sent to the connected central bufferin that time slot. One bit Since the HOL of I-VOQ(2, 2) is occupied, this transmission
of information is also transmitted to indicate that this packéils and the transmitted packet remains in VOQ&2) for
is a contention packet. If the HOL packet of I-VO@:, q) is retransmission in the future. Then, the HOL packets in the I-
a fake packet, we replace the HOL packet of I-V@Q,q) VOQs are transmitted to their connected outputs. Specifically,
by this contention packet and feed back one bit of informatigince the connection patterns are symmetrical, central buffer
to indicate a successful transmission. Otherwise, we reject théransmits a fake packet to output 1 and moves the newly
contention packet and feed back one bit of information @rrived packet to the HOL position of I-VOQ@L,1). I-VOQ
indicate a failed transmission. If the transmission is successf(, 3) transmits a packet to output 3 and inserts a fake packet
the HOL packet of VOQ, ¢) is removed and packets behindo its HOL position. Similarly, central buffer 3 is connected to
it are moved up one position. Otherwise, the HOL packeutput 2. Thus, I-VOQ(3,2) transmits the fake HOL packet
remains the HOL packet of VO@, q). to output 2 and moves the newly arrived packet to its HOL
Note that there are various ways to select VOQs in the copesition. The resulting buffer contents are shown in Figure 4
tention mode. This could result in different delay performancéb).
We will discuss this issue in Section V-B. At time t + 1, input 2 is connected to central buffer 1.
Since input 2 has a full-framed VOQ (VOQ@, 2)), it chooses

[ [ [ [ [1[1[1 [111d . . . .
‘il ; i‘é ‘g ‘i I | ‘i l‘ 2 to operate in the reservation mode (see Figure 4 (c)). At time
‘ . o = “ | o T P 2, input 3 is connected to central buffer 1. Input 3 does
[2[2]212H = 2 2[22H — [T 112 not have a full-framed VOQ and it can only operate in the
\ [3 \ [3]3 [ [T 1@ . . . .
: 3‘} >< ‘; ‘ >< 1 contention mode in this frame (Figure 4 (d)).
HH I e H
(a) time t- (b) time t+ I11. I N ORDER DELIVERY
111 [1 []1 [T 1T

1.2 + e T In this section, we show how the CR switch delivers packets
[T >< © i v [ inorder. Let flow(i, j) be the sequence of packets from input
1 B - — /\i 2 i to outputj. Let packetk be thek™ packet of flow(i, j).
I I = IE I r@m The CR switch delivers packets of the same flow in order if
22 ) - £ packetk departs the switch earlier than packet- 1.

(c) time (t+1)+ (d) time (t+2)+

Fig. 4. An example to illustrate the operation of the CR switch A. General Properties of I-VOQs

Now we show some general properties of 1-VOQs that

Before we leave this section, we present an example ace needed for proving in order delivery. Unless otherwise
illustrate the operation of the CR switch. In this example, w&pecified, we consider flowi, j) and central buffemn. For
consider a3 x 3 switch and demonstrate the operation of thelarity, indicesi, j, andm are sometimes omitted.
switch for 3 time slots. Assume that time= 3n+ 1 for some Now suppose that inputis connected to central buffer at
integern. The connection pattern and the buffer contents riglitne ¢. Let w, be the offset from time that central bufferm
before the packets are moved from input buffers to cential connected to output for the /** time. Then central buffer
buffers and from central buffers to outputs are shown in Figure is connected to output at timet¢ + w,. Clearly, we have
4 (a). The buffer contents after the packets are moved arg = 0 if j = ¢ as the connection is symmetric (and the
shown in Figure 4 (b). Note that from the second paragrapkntral buffers receive packets first and send packets later).
of Section Il, packets in the input buffers are moved to th&s in (1), the connection is sequential and periodic. Thus, we



have thatw; = j —iif j >iandw; = N+j—iif j <.
For all these three cases, we have

wy = (j —i) mod N. (2)

As the connection patterns in symmetric TDM switches a
periodic with periodN, it then follows that

we = (j—1i) mod N + (£ —1)N. 3)

Note that the waiting timev, only depends o andj and it
does not depend om.

As every time central buffem is connected to outpyt, the
HOL packet (fake or not) of I-VOQm, j) is sent to output
4 and every packet behind the HOL packet is moved up o
position. As suchw, can be viewed as the (virtual) waiting
time for the/*" packet in 1-VOQ(m, j) at timet. This leads
to the following properties:

Proposition 1 Suppose that input is connected to central
buffer m at time ¢. If packetk is the pt" packet of 1-VOQ
(m, j) at timet, then

0] packetk becomes thép — ¢)*" packet at time +wy,
and
(i)  packetk departs I-VOQ(m, j) at timet + wy,.

both packett and packet: + 1 are reservation packets, and
(i) packet k is a reservation packet and packet- 1 is a
contention packet.

Firstly, if packetk is a contention packet, then packet
feparts earlier than packét+ 1, no matter whether packet
k + 1 is a contention packet or a reservation packet. This is
because packét is a contention packet and it is stored as the
HOL packet of an I-VOQ. From Proposition 1(ii), we know
that if packetk is transmitted to an 1-VOQ at timg, it will
depart the switch at time;, + w;. Also, if packetk + 1 is
transmitted at time, it will depart the switch at time; +w,,
for somep > 1. Sincet; <ty andw; < w,, packetk departs
garlier than packet + 1.

Then, if both packet: and packetk + 1 are reservation
packets and they are in the same reservation frame, this is
the case addressed in Proposition 2(ii). On the other hand, if
packetk + 1 belongs to a later frame, it is clear that packet
k + 1 departs in a later frame.

In the third case, packet must be the last packet in a
reservation frame and packet 1 belongs to a later contention
frame. Suppose that packets transmitted to I-VOQN, j) as
the pt" packet at time for somep > 2. Then it follows from
Proposition 2(i) that packets— N+m, m =1,2,...,N—1,
are also transmitted to I1-VOQn, j) as thep!” packet at time

In the operation of the CR switch, contention packets cdr~ IV + m. As reservation packets are attached to the tails
only be stored as HOL packets of I-VOQs. On the other han%f, I-VOQs (and only reservation pac}lfets can be stored behind
reservation packets, transmitted in a frameNdfconsecutive the HOL packet), we know that thé" packet,t = 2,...,p,

time slots, can only be stored at the tails of I-VOQs. As in t
UFS scheme [10], one might expect that aNyreservation

Hef 1-VOQ (m, j) are all reservation packets at time N +m

for m = 1,2,..., N. From Proposition 1(ii), the*" packet

packets transmitted in the same frame from an input are afo!-VOQ (m, j) departs the switch at time— N +m + wy.

stored in the same position &f 1-VOQs. Moreover, asv, in

Asm=1,2,...,N and?/ = 2,3,...,p, time slots of output

(3) does not depend om, it follows from Proposition 1(ii) 7 fom¢ =N +1+ws =14 14 w; t0 ¢ + w, are reserved
that any N reservation packets transmitted in a frame of apefore packet +1 is transmitted to central buffers. Therefore

input are also sent to their output consecutively in a frame

gacketk + 1 can not depart the switch between- 1 + w;

their output. This is stated in the following property. Its forma®nd? + w,. As packetk + 1 is transmitted after time, from

proof is given in Appendix A.

Proposition 2 Suppose that framg of input: is a reservation
frame that contains packets for output

0] For m = 1,2,..., N, the packet transmitted in the
m*" slot of framef is stored as the" packet in
I-VOQ (m, j) for some fixegp > 2.

(i) For m = 1,2,..., N, the packet transmitted in the

m'" slot of framef is sent to its output in then'”
time slot of framef of output;j for somey.

In view of Proposition 2(ii), a frame of an output can also

Proposition 1 (ii), packek + 1 departs the switch on or after
t+1+4w;. As time slots fromt +1+w; to t+w, are reserved
by reservation packets, we conclude that paéketl departs
the switch aftert + w, which is, from Proposition 1(ii), the
departure time of packet. Thus, packet: + 1 must depart
later than packek.

From these three cases, we have the following theorem.

Theorem 3 (in order delivery)The CR switch delivers pack-
ets of the same flow in order.

IV. 100% THROUGHPUT

be classified as a reservation frame if it contains all reservation

packets, and as a contention frame otherwise.

B. The proof for in order delivery

In this section, we show that the CR switch indeed achieves
100% throughput. This is done by showing two stronger
results: (i) the total number of packets in every input buffer
is bounded above byw?2 in Corollary 8, and (ii) the total

Now we show that packets of the same flow are alwaysimber of packets in the central buffers (I-VOQs) destined

delivered in order. Recall in the beginning of Section Il thafior a particular output is bounded above by the sum of the
packetk represents thé:!" packet of flow (i, ;). To prove total number of packets in the corresponding output buffer of
in order delivery, we will prove that packét departs earlier the output-buffered switch an¥® + 2N in Corollary 12.

than packek + 1 for any integerk. There are three cases that To study the number of packets in the input buffers and the
need to be considered: (i) packets a contention packet, (ii) I-VOQs, we need to introduce the concepts of work conserving



modes for queues that haaé most one packet departurea From (8) witht substituted by:+ D —1, (6) with a substituted
time slot. by a + D and (9), we hav&y ¢k, p)(t) < Qwe(t) + K +

D — 1. In this case, (4) holds, too. This completes the proof.
Definition 4 (WC mode)A queue is in the work conservingll
(WC) mode if there is one departure in each time slot

whenever the queue is nonempty.
a Py We have the following work conserving property for input

Clearly, each output buffer of an output-buffered switch isuffers.

in the work conserving mode for every time slot. However,
both the input buffers and the 1-VOQs of the CR switch areroposition 7 Each input buffer is work conserving with
not in the work conserving mode for every time slot. They falesponse workloadVv (N — 1) + 1 and response delayy — 1.
in a weaker concept of work conserving mode defined below.

Proof. Note that if there are more thak¥ (N — 1) packets in
Definition 5 (WC(K’ D) queue)A gueue is work Conserving an input buffer, then there is a full-framed VOQ in that input
with response workload< and response delay) (denoted buffer. As such, the input buffer will be in the reservation mode
by WC’(K7D>) if it satisfies the fo"owing: when the queu@t the beginning slot of the next frame and it will continue
length is smaller thank at time ¢ — 1 and becomes longer to be in the reservation mode until there is no full-framed
than or equal toK at timet, this queue begins to be in theVOQ. Note that there is exactly one packet sent out from that
WC mode not later than timeé + D. Moreover, this mode Input buffer in every time slot when the input buffer is in the
must continue until the queue length becomes smaller fhanreservation mode. Thus, the response workloal (8/ — 1)+

again. 1. As the time it takes to the beginning time slot of the next
frame is bounded above hy —1, the response delay 1§ — 1.
In the following lemma, we derive a bound between th&his completes the proof. [ ]

queue length of &/ C queue and that of & C (K, D) queue.

Lemma 6 LetQwc(t) (resp.Qwo k. (t) ) be the number Note that there is at most one packet arrival at an input
of packets in aWC (resp. WC(K,b) ) queue at timet. buffer in a time slot. If we put the same arrival process to a

process and they both are empty at time 0. Then conserving queue is at most 1. Thus, along with Lemma 6 and

Proposition 7, we have the following corollary.

Qwe,p) () < Qwelt) + K +D — 1. @)
Proof. Let a busy period of & C (K, D) queue be the period Corollary 8 (packets in input buffers)The number of packets

of time in which there are more than or equalRopackets in in an input buffer is bounded above By”.

the WC(K, D) queue. All we need to proof is that (4) holds o corollary 8, large memory space is only needed in
for every time slot in a busy period of th& C (K, D) queue. he central buffers. To show the work conserving property for

_ Let the busy period of théVC(K, D) queue start from 0 | yOQs, we need to introduce the following definition.
time a. Also, let A(7) be the cumulative number of packets

arriving at theWC(K, D) queue by timer. We first show
that if a <t < a+ D — 1, then (4) holds. By definition, we
have

Definition 9 We defineQ; as a conceptual queue which
contains the union of non-HOL packets in I-VQ®, j) for
m=1,2,...,N.
Qwok,p)la—1) < K —1. (5)
: ; . As a fake packet or a contention packet can be stored only
As there is at most one departure in each time slot, we have .
P as a HOL packet in an I-VOQ, a non-HOL packet must be a
Qwe(t) > Qwela—1)+A(t) —A(a—1)—(t—a+1). (6) reservation packet. Thug),; contains all non-HOL reservation

i packets with destination stored in theN [-VOQs.
As aWC(K, D) queue might have no departure, we have

Qwek,p)(t) < Qwek,pyla—1) + A(t) — A(a—1). (7) Proposition 10 For eachj = 1,2,..., N, Q; is work con-
serving with response workloadand response delajyV — 1.
From (5), (6) and (7), we have

Proof. Suppose@; is empty at timet — 1 and becomes
Qwew,p)(t) < Qwet) +(t—a+ 1)+ K —1. (8) nonempty at timet. Since the first packet of a reservation
Thus, (4) holds at wherea <t < a+ D — 1. frame of any input is always transmitted to the first central
On the other hand, if > a+ D, then thelW C(K, D) queue buffer, there is exactly one packet, called padketransmitted
is in the work conserving mode between+ D andt. Then at timet to I-VOQ (1,) and stored as the second packet of

we have I-VOQ (1, 7). Without loss of generality, assume that packet
k is transmitted from input. From Proposition 1(i), we know
Qwek,n)(t) = Qwek,pyla+ D —1)+ that at timet+w, packetk becomes the HOL packet of I-VOQ

Alt)—Ala+D—-1)—(t—a—D+1). (9) (1,7) and thus leave®),. Sincew; < N —1, the response time



of @); is at mostN — 1 time slots and the response workloadii) and (iv), packets are generated in bursts. With probability
is 1. p, there are packets in a burst (and with probabilityp there

It remains to show that there is exactly one departure in eaafe no packets in a burst). Packets in the same burst are sent
time slot from@); aftert+w; until ; becomes empty again.to the same destination. The length of each burst is generated
From Proposition 2(i) and Proposition 1(i), there are packetsdependentlyaccording to the following (truncated) Pareto
departing@; from timet + w; to timet+w; + N — 1. Also, distribution:
we know thatt 4+ w; is the beginning time slot of a frame C
of output j. At the beginning time slot of the next frame of P(burst length= s) = -+, 12)
outputy, i.e.,t+w;+ N, if @, is empty, then we complete our _
argument. On other hand,ajjj is still nonempty at-+uw, +N, Wheres = 1,2,...,1000, and €' = (2 #5) 7 is the
then there is a reservation packet stored as the second paBRgpalization constant. o . o
of 1-\VOQ (1, j) (since the first packet of a reservation frame For the uniform trafﬂg models in (i) and (u), the destlnatlon.
of any input is always transmitted to 1-VOQ, j)). Using of a packgt (or pz'ack_ets.ln the same.burst) is selected accqrdlng
Proposition 2(i) and Proposition 1(i) again, there are packdfsthe uniform distribution in1, N, i.e., each output port is
departing@; from timet+w; + N to timet+w; +2N — 1. selected_ as the destination o_f_a packet (or packets in the same
Repeating the same argument, we conclude that there QWS With the same probability/N. On the other hand, for
departure fron; until Q; is empty. - the hptspot traffic mpdels (see [6])_|n (iii) anq_(w), packets

from input are destined to outputwith probability 0.5 and
to each of the other outputs with probabilitys /(N — 1).

Using Proposition 10 and Lemma 6, we derive in the

following lemma a bound for the difference between the queyge

length of Q; and that of the corresponding output-buffered i i
switch. The proof is given in Appendix B. In the first experiment, we study the average delay of the

CR switch under the uniform i.i.d. traffic. In Figure 5, we
Lemma 11 Suppose that the CR switch and the Outpup_lot the average delay of three two-stage switches: the CR

buffered switch are subject to the same arrival process. LEtch, the contention scheme and the UFS scheme in [10].
QF(t) be the number of packets i, at time¢ and Q©(t) Among them, thecontention schemis the CR switch without

be the number of packets in th&" output buffer of the the reservation mode. On the other hand, the UFS scheme is

Average delay

corresponding output-buffered switch at timeThen the CR switch without the contention mode and with I-VOQs
’ replaced by VOQs. In Figure 5, we observe that the advantage
QT () <Q°(t) + N* + N. (10) of the contention scheme vyields very low delay under light

traffic while the advantage of the UFS scheme is maintaining
system stability under heavy traffic. The CR switch, however,
has both advantages.

Observe that there are at mastHOL packets destined for
outputj in the central buffers at any time This leads to the
following corollary.

Corollary 12 (packets in central buffers)Suppose that the

CR switch and the output-buffered switch are subject to the 08
same arrival process. Lef)“(t) be the number of packets 10244
destined for outputj in the central buffers at tim¢ and 512

Q°(t) be the number of packets in th&" output buffer of
the corresponding output-buffered switch at timé hen,

256 4
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QC(t) < Q°(t) + N® +2N. (11)
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V. SIMULATIONS 164
In this section, we study the delay of the CR switch. In the 8 — —

T T T
0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0

experiments, we set the switch si2éto be 32. The number

of time slots for each experiment 1§°. Let p be the average

arrival rate to an output of the switch. We assume that arrival

processes to th&/ input ports are independent, and Considé:rig' 5. The average delay of the contention scheme, the UFS scheme and
. ! ! the CR switch.

the following four traffic models:

Arrival Rate

() uniform i.i.d. traffic, For the contention scheme, the maximum throughput seems
(i) uniform Pareto traffic, to be aroundl — e~! ~ 0.63 and the average delay seems to
(iii)  hotspot i.i.d. traffic, and be aroundV/2 before reaching the maximum throughput. The
(iv)  hotspot Pareto traffic. intuition behind this is that there are few collisions under light

For the i.i.d traffic models in (i) and (iii), a packet is genertraffic. A packet, upon its arrival, is transmitted immediately to
atedindependentlyn a time slot in an input with probability the central buffer as a HOL packet. Thus, the delay of a packet
p. On the other hand, for the Pareto traffic models (see [3]) i® almost the same as the time that a HOL packet needs to



wait for the connection to its destined output. Therefore, ttaother input VOQ by advancing the contention pointer. On
average delay is around//2 = 16 under light traffic. The the other hand, if the previous transmission is successful, it
quantity,1 —e~!, is known as the maximum throughput of anmmight be better to select the same input VOQ until it is empty.
input-buffered switch with collision dropping [9]. As arguedBefore we present our study on the mechanisms to update the
in [5] for the mailbox switch withé = 0, one can argue that contention pointer, we present the following acronyms for easy
the contention scheme has the same maximum throughpute&ferencing.

that of an input-buffered switch with collision dropping.

For the CR switch, the average delay is low under light :
traffic as in the contention scheme. Then it transits to the UFS
scheme under medium traffic. As in the UFS scheme, the CR
switch still has finite average delay under heavy traffic. In :
Figure 5, we observg that there are threg regions in the delax SPFA if SuccessPersist; if Failed, Advance the pointer
curve of the CR s_W|t_ch. In .the first region, < p g 0.63, to the next nonempty VOQ.
thg dglay curve comudes with that of the contention scheme.. SPFP if SuccessPersist: if Failed, Persist.

This is because there is almost no full-framed VOQ when the
load is under0.63. In the transition region(.63 < p < 0.7, :
the delay curve is below those of the other two schemes, since
in the CR switch packets can still be transmitted to I-VOQs :
before some full-framed VOQs are formed. In the heavy load
region, 0.7 < p < 1, the delay curve is close to that of the
UFS scheme. This is because it is very likely to have some
full-framed VOQs in input buffers under very heavy traffic. ~ Since a contention can succeed or fail and the contention

For the UFS scheme, even though the average delay is fift@inter can be advanced or persisted, one has four possi-
under heavy traffic, the average de|ay is |arge under ||ghh_e SChemeSi.e. SPFA (SUCCGSS: Persist/Failure: AdvanCE),
traffic. Moreover, as shown in Figure 5, there are two regioA\FA (Success: Advance/Failure: Advance), SAFP (Success:
in the delay curve for the UFS scheme. In the first regiofdvance/Failure: Persist), and SPFP (Success: Persist/Failure:
0 < p < 0.92, the delay curve is monotonically decreasind?erSiSt) schemes. In the generic algorithm presented in Section
while in the second regior[).92 <p< 1, the de|ay curve II-C, the contention pOinter is advanced USing the SAFA
becomes monotonically increasing. This is because the def@ieme as the contention pointer is always advanced. To verify
of a packet consists of two parts: (i) the delays incurred fhe intuition described in the last paragraph, we simulate these
an input buffer, and (”) the de|ay incurred in a central buffefpur methods for both the uniform i.i.d. traffic and the hOtSpOt
In light traffic, the major portion of the delay of a packet i$areto traffic in Figure 6 and Figure 7. As shown in these
from the delay in an input buffer as it needs to wait untfigures, the SPFA scheme has the least average delay for the
a full-framed VOQ in an input buffer is formed. Clearly, theentire region of the arrival rates. As such, we suggest the SPFA
lighter the traffic is, the longer it takes to heap up a full-framegheme be used in the CR switch for advancing the contention
VOQ. As such, the delay curve is decreasing in the first regid?QINters.

On the other hand, in heavy traffic, the delay of a packet isIn the SPFA scheme described in the last paragraph, we
dominated by the queueing delay in a central buffer. As tlsémply advance the pointer to the next non-empty VOQ when
gueueing delay is increasing in the average arrival rate, tie previous transmission is failed. The question is whether
delay curve is increasing in the second region. there is a better choice. Intuitively, the longer the VOQ is, the
more consecutive packets can be transmitted successfully to
reduce the average delay. In this experiment, three methods of
selecting VOQs are investigated: (i) the next nonempty VOQ,

For the CR switch, the delay in the transition region can @) the next VOQ whose queue length is Longer than or equal
affected by how the VOQs are selected when their inputs arethe Median Queue length (LMQ) of the nonempty VOQs
in the contention mode. We use a pointer called contentiam the input, and (iii) the longest VOQ among the VOQs in
pointer to designate the selected VOQ from which a packifie input. The first method is simply the SPFA scheme. We
will be transmitted in contention mode. In the transitionlenote the second and the third methods by SPFA-LMQ and
region, the arrival rate exceeds the maximum throughput 8PFA-Longest. In Figure 6 and Figure 7, we plot the average
the contention scheme, and some full-framed VOQs startdelay for these three methods of selecting VOQs under the
form. As described in Proposition 2(ii), a full-framed VOQuniform i.i.d. traffic and the hotspot Pareto traffic respectively.
when selected, reserves a frameNofconsecutive output time As expected (from the intuition of selecting a longer queue to
slots and hencé& consecutive HOL packets of th€ I-VOQs reduce the average delay), the curve of the nonempty queue
during that frame of output time slots. As such, when a HOIs higher than that of the curve of the LMQ. However, to
packet transmitted in the contention mode to an I-VOQ izur surprise, the curve of the longest queue is higher than
rejected, it is very likely that it will be rejected again if itthat of the curve of the LMQ in most traffic conditions.
is transmitted immediately in the next time slot. Thus, whehhis might be explained as follows: if the longest queue is
the previous transmission is failed, it might be better to selestlected and it results in a failed transmission, then with high

SAFA: if Success,Advance the pointer to the next
nonempty VOQ); ifFailed, Advance the pointer to the
next nonempty VOQ.

SAFP: if Success,Advance the pointer to the next
nonempty VOQ; ifFailed, Persist.

SPFA-Longest if Success,Persist; if Failed, Advance
the pointer to thd_ongest VOQ.

SPFA-LMQ: if SuccesspPersist; if Failed, Advance the
pointer to the VOQ whose queue lengthLisnger than
or equal to theMedium Queue length of the nonempty
VOQs in the input.

B. Advancing the contention pointers



probability the longest queue will be selected again. As such,

it behaves like the SPFP scheme that yields large delay. As 2048 ]

such, the right intuition is to select a VOQ long enough to

have consecutive successful transmissions, but not too long to

keep the freedom of advancing to other VOQs when there is

a failed transmission. It seems that the LMQ method fits the

intuition very well as there are often several VOQs with queue

length longer than the median queue length. As such, there is

no problem to advance the contention pointer to other VOQs

in the LMQ method. To summarize, we suggest the contention

pointer be advanced using the SPFA-LMQ scheme. . .
Before we close this subsection, we discuss the computation 020304 °-5Arrw:fRa‘e°-7 080810

complexity of the LMQ method. The online computation

overhead of the LMQ method involves searching for the

median among the queue Iengths of nonempty VOQs in Big. 7. The average delay of selecting a VOQ under the hotspot Pareto traffic

input buffer. We note that this can be done in the order of

go(f, {[\histimvsecr?wrgii:r)] Iz?gytvsz ?eiggglr;% dh?;lf Eterf%irek?é T?otal number of padded frames in.the central buffers does

ne rumber o nenempty VOQs in he npu bufer. HegfS HCEE S SR, B 0 i, e everage pee

Hs keeps the queue length information of the lower™ /2] it reguces to the UFS schegme The .reasonyt'hat we choc;se the

VOQs while heapH; keeps the queue length information o :

- , , . F scheme for comparison is that both the PF scheme and the
h *— [N*/2| V . HeapHg .H . .
in:ir:(taa:?naelgmiva mLax-h/e i pegprnin-Ezgp; igre\/sv?]ichL)e;Sch CR switch are based on the load-balanced architecture. They
. . o . .
father is not smallerrésp. not larger) than all his children. bOthk etchleve 100% thr_?#ghtpm without fspeid#p and deliver
Then the root ofH/s can be considered as the median. Th%alcr:] eoirlneieggi?gstgl W(éu CL%SE;?”T”% ;s ei':S.is the
change of the value in one node requi@fog N) steps to P ! - .
. . . suggested threshold in [8]. As shown in Figure 8, Figure 9,
percolate or sift [1]. As there is at most one arrival and o

) . . ure 10 and Figure 11, the average delay of the CR switch

departure in each time slot, the complexity of such an approa{é%{ .

is thenO(log ). avg) is muc;h lower than that of the PF scheme_&v§)
under light traffic. Moreover, these two curves are very close
to each other under heavy traffic.
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D. Comparison with the iSLIP algorithm and the ideal output-
buffered switch

In this section, we first compare the delay performance of

the CR switch with a famous practical input-buffered switch:

= the iSLIP [13] in Figure 8, Figure 9, Figure 10 and Figure 11.

il From those figures, we observe the followings:

1) Under the uniform traffic in Figure 8 and Figure 9, the
delay of both the CR switch and the iSLIP are finite.

2) Under the hotspot traffic in Figure 10 and Figure 11,

0z | 03 o4 o5 06 o7 08 oo 10 the iSLIP algorithm cannot achieve 100% throughput

Arrival Rate when the arrival rate is greater than 0.8. Nevertheless,
the delay of the CR switch remains finite.

Fig. 6. The average delay of selecting a VOQ under the uniform i.i.d. traffic 3) Und_er the uqurm "!'d' traffic in Figure 8, the delay of
the iSLIP algorithm is much lower than that of the CR
switch.

4) Under the Pareto traffic, the delay difference between the

C. Comparison with the padded frame scheme iSLIP and the CR switch is much smaller than under the
In this section, we compare the average delay between the i.i.d. traffic.

Padded Frame (PF) scheme in [8] and the CR switch wilthe last observation is due to the burst reduction property (as

SPFA-LMQ. The PF scheme is an improved version of th@eviously reported in [3]) that the CR switch inherits from

UFS scheme. As the UFS scheme, it also operates in framesggeneric load-balanced switch. As pointed out in [12], the

If there is a full-framed VOQ, the longest VOQ is selected andternet traffic could be very bursty. Thus, we expect that the

N packets from that VOQ are sent to tidé central buffers. average delay of the CR switch might be comparable to that of

Otherwise, the longest VOQ is selected and the partial frarthee iSLIP algorithm when the Internet traffic is lightly loaded.

of that VOQ is padded with fictitious packets to form a paddddowever, the delay performance of the CR switch is much

frame with N packets. The padded frame is sent only if thbetter when the Internet traffic is heavily loaded.

1024 4
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256 4
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Average Delay (Cells)
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From Figure 8, Figure 9, Figure 10 and Figure 11 we
see that the average delay of the CR switch converges to
that of an ideal output-buffered switch under heavy traffic s S
condition. This observation is consistent with the theoretical
result in [3] that the average delay of a generic load balanced
switch converges to that of the ideal output-buffered switch
for a certain uniform bursty traffic model in heavy load. As
discussed in [3], the first stage of a load balanced switch

100 4

| X
+
! g
F [ ol
g Xx?% Output_Buffered

Average Delay (Cells)

effectively reduces burst lengths and thus can approach the 1 /X/X/X/X ]
performance of an ideal output-buffered switch under heavy et

traffic. From Figure 9 and Figure 11 we see that the average o ./. ————
delay of the CR switch is very close to that of the ideal output- 0r e ed s 08 0T he 08 o

Arrival Rate

buffered switch under the heavily loaded Pareto trafiis the
average queue length can be derived from the average delay by
using Little’s formula, we also expect that the average memofrig- 10. The average delay of the PF scheme, the CR switch, the iSLIP
requirement for the CR switch should be comparable to that f%?omhm and the ideal output-buffered switch under the hotspot i.i.d. traffic
the ideal output-buffered switch when the traffic is heavy and

bursty (even though the worst case memory bound in Corollary

12 isO(N?)). Finally, we note that there exist switches in the e e .
literature that guarante@(1) delay bounds (see e.g., [7] [15]). 100 A/A/A,,,A,,A,/AMAJAV——A:Aig:ﬁgf LG
However, these delay bounds are at the cost of speedup of 2. 0-0-07070 &)
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Fig. 11. The average delay of the PF scheme, the CR switch, the iSLIP
algorithm and the ideal output-buffered switch under the hotspot Pareto traffic

Arrival Rate

E. Fairness Issues

Fig. 8. The average delay of the PF scheme, the CR switch, the iSLIP.In this SeCtlon.We dISCUS§ some fairness proble_ms assoqated

algorithm and the ideal output-buffered switch under the uniform i.i.d. trafi¥ith the CR switches. It is well known that switches using
deterministic and periodic TDM connection patterns can have
fixed priority order among inputs for the same output port. One
example is the mailbox switch [5]. The CR switch inherits a
fairness problem from its predecessor, the mailbox switch. We

if there was no reservation packets in I-VQ@, 32) at time
t — 1. In general, suppose outpgtretrieves the HOL packet
of I-VOQ (m, j) at timet¢. Then, inputi can contend as the
: - HOL packet of I-VOQ(m, j) at timet+ (i —j —1)mod N +
2o e 1. Therefore, the contention priority among input VOQs of
destination; should decreases with the input indices in the
right modulated fashion aftef, i.e. input(j + k)mod N has
i e e e o o o o s e POty than mputy k- mod ¥ fork 1. V- 1
) demonstrate the priority, we show the average delay of
packets destined t82 from input 32 and that from inputl

———— ] now briefly describe this problem. Consider packets destined
o - to output32. Suppose inpuf is connected to central buffer
Er m at time¢t. Then, outputN = 32 was connected to central
2 Er buffer m at timet —1 and retrieved the HOL packet of I-VOQ
< 00 J St mn (m, 32). So, the HOL packet in VO@Q2 of input1 can contend
% as the HOL packet of I-VOQm, 32) successfully at time
z

Arrival Rate
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(CR(32,32) and CR(1,32)) by Figure 8 and Figure 9. In in Figure 10 and Figure 11. As shown in those figures, there
these figures, we observe that the contention priority appe@sa fairly wide gap between the curve C&mapcold and
in the region between.63 < p < 0.95 because the curve ofthe curve CRemaphot. In comparison we also simulate the
CR (32, 32) is higher than that of CK1,32) in this region. PF scheme loaded with the hotspot traffic. The results are
As such, the fixed contention priority among flows might behown as curves PRot and PEcold in Figure 10 and Figure
a concern. 11. We can observe that the gap betweenr@Rapcold and

We can solve this fairness problem by re-mapping po@Rremaphot is much smaller than the gap betweendek
indices. This technique was proposed to solve the fairnemsd PEhot. Thus, the CR switch has a less serious fairness
problem for the mailbox switch [5]. There at®! one-to- problem than the PF scheme under such traffic. However,
one and onto mappings from the st 2,..., N} to itself. the port re-mapping method cannot effectively equalize the
We uniformly select a mapping from thos®¥! mappings. average delay of packets delivered in the reservation mode
Then, we use that mapping farT = 200 time frames in and that of the packets delivered in the contention mode due
our simulation experiments. To uniformly select a mappingo blocking of servicén the reservation mode. Similar fairness
we tossN — 1 fair dice with valuesl,2,..., N — k + 1 for problems among flows could also exist in the input-buffered
the k" dice. Then we select one value from the remainingwitch under the Maximum Weighted Matching with Longest
unusedN — k + 1 values as thé&'" value of the permutation Queue First (MWM-LQF) algorithm [14]. This is because an
mapping. If we utilize enough mappings, by the law of largmput VOQ is more likely to build up when its arrival traffic
number, we can eventually equalize the priority orders @& bursty and heavy. As the MWM-LQF algorithm assigns the
all output ports. In order to keep packets in sequence, weeight of an input VOQ proportional to its queue length, the
need to pause two frames during the transition from omeput VOQ with bursty and heavy traffic will be matched most
mapping to another. During the pause, the output ports cledrthe time and result iblocking of servicefor other input
the possible HOL contention packets in the central bufferdOQs.
This pause of sending and receiving packets would result in
approximately2/CT throughput loss. In Figure 8 and Figure VI. CONCLUSIONS
9, we simulate forN2? mappings at each data point. In these In this paper, we proposed a new switch architecture,
figures, the maximum average delay among all flows in tlalled the CR switch, that solved the reordering problem
CR switch (CRremapmax) and the minimum average delayn load-balanced switches. This is done without using any
among all flows in the CR switch (CRRmapmin) are very resequencing buffer. Also, we showed that the number of
close to each other. Therefore, this fairness problem duepackets in the CR switch is bounded by the sum of the number
contention priorities can be successfully solved by re-mappin§ packets in the corresponding output-buffered switch and a
port indices. One can also observe that@mapmin is even constant that only depends on the size of the switch. As such,
higher than CRavg in some data points. This is because @he CR switch still achieves 100% throughput.
the throughput reduction due to the pause. This throughputThe key invention of the CR switch is the 1-VOQ buffer
reduction, however, can be made as small as possible by settimgnagement scheme that allows the CR switch to be operated
CT large enough. in two modes: (i) the contention mode in light traffic and (ii)

There is another fairness problem associated with the @it reservation mode in heavy traffic. By so doing, the CR
switch. In a CR switch, a flow of packets delivered mostly iswitch has low average delay in light traffic and still maintains
the reservation mode may experience less expected delay thgstem stability in heavy traffic. By computer simulations,
a flow of packets delivered mostly in the contention modeye also demonstrated that the average packet delay of the
even if the flow delivered in the contention mode has le€8R switch is considerably lower than other schemes in the
arrival intensity. This phenomenon is more likely to happéliterature, including the Uniform Frame Spreading scheme
if the arrival traffic is extremely unbalanced. Suppose thft0], the Padded Frame scheme [8] and the mailbox switch
an input port sends most of its traffic to a particular outpyb].Compared with an input-buffered switch executing the
port. We call such a pair of input and output ports a hotsp@LIP matching algorithm, the CR switch performs distinctly
flow. Packets generated by a hotspot flow with medium teetter under heavy traffic condition. When the traffic has
heavy traffic loads are most likely delivered in the reservatioronuniform destination distributions, the iSLIP algorithm can-
mode. As a result, contention packets from other inputs to thet achieve 100% throughput, while the CR switch can.
same destination are more likely blocked because reservatidmwvever, the iSLIP switch has a better delay performance
packets from the hotspot flow are likely to occupy the HOunder light to medium traffic conditions. By simulation, we
positions. The contention packets from other input ports clilave studied two fairness problems of the CR switch. The
only use the remaining bandwidth left by reservation packdisst fairness problem arises because of the deterministic and
from the hotspot flow. Therefore, a fairness issue can arigeriodic TDM connection pattern that the CR switch uses.
under extremely unbalanced traffic. This connection pattern produces a fixed priority order among

To study the fairness issue for extremely unbalanced traffioputs for any given output port. We propose a port re-mapping
we simulate the CR switch equipped with port re-mappingethod to solve this fairness problem. In the second fairness
and loaded with the hotspot traffic. We simulate for the totakoblem, we observe that packets transmitted in the contention
average delay of hotspot flows (GBmaphot) ( = j) and the mode are likely to have longer delays than packets transmitted
total average delay of all other flows (GBmapcold) (@ # j) in the reservation mode.



Finally, we note that there are still some problems and issu¢sg
that require further study for the CR switch as listed below:

1) Large propagation delay:

2)

3)

(1]
(2]
(3]

(4]

(5]

(6]
(7]

(8]

[10
In the CR switch, we need one bit of feedback infor-

mation from the connected central buffer to indicat
whether a transmission is successful or not. There might
be a problem if the propagation delay from the corii2]
nected central buffer to an input is large.
Heterogeneous line speeds: [13]
We assume that the input line speeds are identical.
This is a very common assumption in the literatur
for input-buffered switches and load-balanced switches
that require synchronous transmissions. To deal with the
case with heterogeneous input line speeds, one com PEH
practice is to implement line-grouping, i.e., multiplexinrg
the low speed lines into high speed lines before they ¢l
into the CR switch and then de-multiplexing the traffic
after leaving the CR switch. The drawback of doing line-
grouping is that some bandwidth could be wasted 9]
there could be residual bandwidth left unpacked.
Priority services:

In order to provide quality of service in the CR switch,
one might need to consider the problem of providin
priority services in the CR switch. A simple and straight*
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APPENDIX

. Proof of Proposition 2

forward method is to provide priority services directly We prove (i) and (ii) simultaneously by induction on time.
in the input VOQs. However, we might not be able t&uppose that Proposition 2(i) and (ii) are true up to tinses

to retain the 100% throughput property by doing thathe

induction hypothesis. Without loss of generality, assume

The problem arises when there does not exist a futhatt is them!" slot of framef of inputi. Moreover, frame
framed VOQ of high priority packets while there are stillf is a reservation frame that contains packets for oufpéts
full-framed VOQs of low priority packets. If we choosesuch, a packet, say packet is transmitted to I-VOQm, j)

to serve the high priority packets in the contentioat time¢ and stored as thg'" packet for somep > 2. As
mode, then we will waste some bandwidth and cannat reservation packet is always attached to the tail of an I-
maintain 100% throughput for low priority packets. On&/OQ, to prove Proposition 2(i), it suffices to argue that before
tentative solution for this is to set a threshold like thransmitting another packet from inputat ¢ + 1, the queue
PF scheme in [8], and serve the high priority packets iength of I-VOQ (m + 1, j) is exactlyp — 1.

the contention mode only when the total queue length We first show that the queue length is at lepst 1. If

of full-framed VOQs is below the threshold. Howeverp = 2, nothing needs to be proved as an I-VOQ contains
how to set the threshold to achieve the right tradeo#ft least one packet. For > 3, it suffices to show that the
between high priority packets and low priority packetép — 1)t packet of I-VOQ(m + 1, j) exists att + 1. Since

packeth is stored as the'" packet in I-VOQ(m, j) at time
t, the (p — 1) packet of I-VOQ(m, j), say packet, exists

REFERENCES at time t. From Proposition 1(ii), packek; will depart the
G. Brassard and P. Bratley, “Fundamentals of Algorithmics” New Jersegwitch at timet¢ + w,_;. As p > 3, packeth; must be a
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Neumann switch, part Il: Multi-stage bufferingComputer Communi- in the induction hypothesis, packgt will depart the switch

cations Vol. 25, pp. 623-634, 2002. at time ¢ 1. From Proposition 1(ii), theép — 1)
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requires further study.
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Proposition 1(i), packets will depart the switch at time Finally, (15) together with (16) and (20) implies
t+1+w,. As reservation packets are transmitted consecutively
ina res]zarvation frame, there is another packet, say packet QY () <QY() + N+ N. (1)
transmitted from the input of packgs to I-VOQ (m, j) before  This completes the proof.
t. From (i) in the induction hypothesis, packiet will depart
the switch at time +w,,. As argued in the previous paragraph,
packeth, is the p'* packet in 1-VOQ(m, j) at timet. This
contradicts to the assumption that packes stored as thg!"
packet of I-VOQ(m, j) at timet.

The induction of Proposition 2(ii) at time + 1 follows
directly the inducted result of Proposition 2(i) at timer 1
and Proposition 1(ii).
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B. Proof of Lemma 11

Let A;(t) (resp. Aa(t), As(t)) be the cumulative number
of packets arriving at the CR switchegp.the central buffers,
Q;) for output;j by timet. Let Q*(¢) be the number of packets
in @, at timet. Also, IetQ?(t) be the number of packets in
output buffer;j of the output-buffered switch at timewhen
the arrival process isl,(t), for g = 1,2, 3.

Note that an output-buffered switch is work conserving.
Thus, we have the following Lindley’s equation:

QF (t+1) = max{Qg (t) +[Ag(t+1) - Ay ()] - 1,0}, (13)

for g = 1,2,3. From Section 1.3 in [2], these Lindley’s |
equations can be expanded recursively to the following form:
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Using (19) and (17) in (14), we have
QF (1) < Q7 () + N°. (20)



