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Abstract. This paper introduces a model-based hand gestursuch as window-based user interface [3] and video coding
recognition system, which consists of three phases: featurpt].
extraction, training, and recognition. In the feature extraction =~ The model-based static gesture recognition approach pro-
phase, a hybrid technique combines the spatial (edge) and th@sed by Davis and Shah [5], uses a finite-state machine to
temporal (motion) information of each frame to extract the model four qualitatively distinct phases of a generic ges-
feature images. Then, in the training phase, we use the printure. Hand shapes are described by a list of vectors and then
cipal component analysis (PCA) to characterize spatial shapmatched with the stored vector models. A dynamic gesture
variations and the hidden Markov models (HMM) to de- recognition system for American sign language (ASL) inter-
scribe the temporal shape variations. A modified Hausdorffpretation has been developed by Charayaphan et al. [6]. They
distance measurement is also applied to measure the sinpropose a method to detect the direction of hand motion by
ilarity between the feature images and the pre-stored PCAracking the hand location, and use adaptive clustering of
models. The similarity measures are referred to as the posstop location, simple shape of the trajectory, and matching
sible observations for each frame. Finally, in recognitionof the hand shape at the stop position to analyze 31 ASL
phase, with the pre-trained PCA models and HMM, we cansigns.
generate the observation patterns from the input sequences, A more reliable method called the space-time gesture
and then apply the Viterbi algorithm to identify the gesture. recognition method developed by Darrell et al. [7] repre-
In the experiments, we prove that our method can recognizeents gestures by using sets of view models. It recognizes
18 different continuous gestures effectively. the gestures by matching the view models to stored gesture

patterns using dynamic time warping. Cui and Weng [8] pro-
Key words: Hand gesture recognition — Principal compo- pose a learning-based hand sign recognition framework by
nent analysis (PCA) — Hidden Markov model (HMM) — using the multiclass, multivariate discriminant analysis sys-
Hausdorff distance measurement — Viterbi algorithm tem to select the most discriminating feature (MDF), and
then applying a space patrtition tree to reduce time complex-
ity. Hunter et al. [9] explore posture estimation based on
the 2D projective hand silhouettes for vision-based gesture
recognition. They use Zernike moments and normalization to
i separate the rough posture estimate from specific translation,
1 Introduction rotation, and scaling.

The most difficult part of gesture identification is to clas-

Hand gesture is normally used in our daily life to communi- sify the posture against complex backgrounds. Triesch et al.
cate with one another. Children know how to make gesturg10] employ elastic graph matching for the classification of
communication before they can talk. Clearly, gesture recoghand postures in gray-level images. Heap et al. [11] con-
nition has become one of the most interesting research topicstruct a 3D deformable point distribution model of the hu-
in human-computer interface. Most of the recent works [1]man hand. Then, they use this model to track an unmarked
related to hand gesture interface techniques have been cdatuman model with six degrees of freedom. Another simpli-
egorized as: glove-based methods and vision-based metlfied method (by Lee and Kunii [12]) assumes that the posi-
ods. The vision-based methods, based on the computer viions of fingertips in the human hand, relative to the palm, is
sion technigues, have been proposed for locating objectalmost always sufficient to differentiate the gestures. They
and recognizing gestures. The gloved-based gesture recogropose the skeleton-based model consisting of 27 bones and
nition methods require expensive wired “Dataglove” equip- 19 links, each link has different degrees of freedom.
ment [2]. Gesture recognition research has many applications However, gesture recognition is more generally treated
as a time variation problem, therefore, more and more com-
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P l — mation to extract the shape of the moving object. Then, in
Vrkoy At {ﬁJ training phase, we develop a simple training algorithm for
the PCA models and HMM which characterize the spatial
Fig. 1. The flow diagram of hand gesture recognition system and the temporal variation of gestures. Finally, in the recog-

nition phase, we apply pre-stored PCA models to observe

the input gesture, and use the Hausdorff distance measure

o ) _to find the similarity between the extracted features and the

puter vision researchers have become aware of using h'dde&e-stored PCA models. In the experiments, we show that
Markov models (HMMs) to model the image sequence ofgyr gesture recognition system is insensitive to motion speed

gestures. Starner et al. [13] use HMM to recognize a fullang trajectory direction, and it can precisely recognize 18
sentence and demonstrate the feasibility of recognizing gjfferent gestures in complex background.

series of complicated series of gesture. Bobick et al. [14]
present a state-based method for representation and recog-
nition of gesture from a continuous stream of sensor datap Feature extraction phase
The variability and repeatability evidence in a training set
of a given gesture is classified by states. Here, we assume that the moving objects in complex back-

The major difficulties of the complex articulated-objects ground are somehow identifiable by their edge boundaries.
analysis are the appearance of large variation of 2D handJsually, the edge information is too noisy to be applicable
shapes, the view point sensitive for 2D hand shapes anébr computer vision system, and most of the edge informa-
motion trajectories, the transition between the meaningfukion is redundant. Here, we assume that the background is
gestures, and the interference of complex background. Theomplex but stationary, the moving hand is the only moving
gesture image sequence is basically composed of spatial argbject in the scene. Using the frame difference, we can par-
temporal variation signals, so we need to apply the princi-ially capture the motion information. By accumulating the
pal component analysis (PCA) and HMM to model the spa-motion information of the moving objects in several con-
tial and the temporal shape variation of the gestures. Figureecutive frames, we may localize the moving pixels more
1 shows the flow diagram of our model-based hand trackaccurately.
ing and recognition. We use the Hausdorff distance mea-  First, we apply the Sobel operators [17] and Ostu thresh-
surement to measure the differences of the input gesturesiding method [18] to extract the edges in the scene (see
and pre-stored PCA shape models. The differences are therig. 2). Second, we find the motion information by using
converted to observations for HMM training (in the train- the motion accumulator and the noise remover. Finally, we
ing phase) or for state sequence evaluation (in the recogapply the AND operation on the edges and the accumulated
nition phase) by using the Viterbi algorithm based on themotion pixels to acquire the real moving edges.
pre-trained HMM. The most likely state transition sequence
is associated with the gesture to be recognized.

The hand gesture recognition system can be described in.1 Motion accumulator
three phases: the training phase, the feature extraction phase,
and the recognition phase. We represent each gesture byT® find the edge information from the object movement, we
sequence of states. The state transition indicates the spatiabsume that the gesture in the sequence is non-stationary. In
temporal variability of the gesture, which is invariant to the the spatial-temporal space, the motion detector may capture
speed of motion. In the feature extraction phase, we developll the possible moving objects by examining the local gray-
a new method, which combines the edge and motion infordevel changes. LeF; be theith frame of the sequence and
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D; be the difference image ofth and ¢+ 1)th frame defined

as - A ,m A
— —

D; =T, {|F; — Fiul}, . N =
whereT; is a thresholding operation with threshatd

_[Liff(zy) >, i "

Ty (f (z,9)) = {07 if f(z,y) <t

whereD; = {f(z,)|0 < « < 2550 < y < 255}. Here, we v #
let the image size of; and D; be 256x 256, andt = 20 , i
which is experimentally determined. Pixels with value 1 in #‘ b, (af‘ |
the difference image are treated as the motion pixels. Sinc ‘\;{_1‘."-' ( _‘r;‘._.-
we are interested in the motion information, however, the- /'I < P
difference image between two continuous frames provides. /7. ;
very limited motion information. Therefore, we develop a k- i
motion accumulator to collect more motion information. A ¢ d
motion accumulator used to CO”_eCt the motion pixels from Fig. 3a—d. Determine the search region for the first franaeand c are
D; to Dj+,, and fromD; to D;_,, is defined as the accumulated images which are noisyandd are noise-filtered images

which are used to determine the search region

() Awj=D;_;OR...ORD,;_;ORD; ORD+1OR. ..
J=0

Using the difference images, we accumulate the motior
pixels forward one frame and backward one frame, and thei :
put them in the motion accumulator. The accumulation op-
eration continues until the total number of motion pixels ,
is larger than a certain threshold that will be mentioned in
the next section. For th&h frame, the motion accumulator
collects the motion pixels from difference images, elg;,
Di+lr Di—l: BERY) Dv’,—ni D1’,+n-

a b
Fig. 4a,b. lllustrates the results of different thresholds

2.2 Search region finding The operation of the last step is straightforward, it tries

In the first image frame, it is difficult to locate the object’s Q|fferent—5|zed rectangle blqcks, at various I_ocatlgns of the
osition (inside search region); however, in the succeedin jmage,, to enclose a certain amount of motion pixels. The
?rames it is easier to tra(?k thé moving 6bject by referringgeaangle block at a certain location that encloses the motion

’ . : . © pixels with the largest ratio of the number of motion pixels to
to the rectangle (enclosing the search region) of the firs : . .
frame. The search region of the first frame is determined b he entire rectangle area will be selected as the search region.
the following four steps In this way, we can exclqde the motion |nfprma_t|on qf the
' arm from the search region since the motion pixels in the

1. Determine the minimum frame duration numkféras arm area are loosely distributed. Figures 3b and 3d illustrate
the results of noise reduction and the search regions.
. , fs
fr=arg mlﬂZZ{ 2 A (x,y)} >t
fo 5T et

1< fs<T, (3) 2.3 Feature image generation

wheret, = 1800 is the search region threshdldjs the . . .
length of image sequence, afitlis defined in Eq. 2. Once we find the sgarch region, we apply the same operation
2. Usef: to find the imaged,: (Eqs_. 3 anq 4) again Wlth_a higher threshoz!d £ 2400) to
obtain the images (see Figs. 4a and 4b) with more accumu-
lated motion pixels. Comparing Fig. 4 with Fig. 3, we find
that the former provides more motion information. Since the
. . image A, is noisy, we need to apply a>383 median filter
Figures 3a and 3c illustrate th#, of these two examples. 5nq then use thaoise remover to reduce noise. Thaoise

3. Since the imagel, is noisy, we apply a & 3 median  yamover (see Fig. 6) consists of three operations illustrated
filter and the noise remover to reduce the noise. Th<=les follows.

noise remover will be introduced in the next section.

4. Find a rectangle to circumscribe the search region based. Search and mark all the>88 overlapped regions on an
on the density of the motion pixels insidé;, and the 256 x 256 imageA;(x, y), these regions, which enclose
distribution of the motion pixels. at least 20 motion pixels, are defined as

*

fs
AS = 1N Ai+n~ (4)

n=—fs
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) 5 i ) (£3.¥2) the “AND” operation on Fig. 2c and Fig. 5a.is obtained from the “AND”
236%256 2367236 operation on Fig. 2f and Fig. 5b.andd are the thinned images afandc
a A, d &, respectively
wlvl) u2v2) byl uz,vz) . . . . .
i3 {u3.v3 information to locate the object by using “AND” and “thin-
I {ud,v4) i Eﬁ:rw;_m : ning“ qperations [24]. The “AND't operator keeps a!l the
(uS.v5) | X=2th pixels in both the binarized edge image and the motion de-
128%128_ (U3¥D 1287128 s tected image, whereas the “thinning” operator removes the
b Biu, v) ¢ B¥u, v) i redundant contour pixels. Figure 7 illustrates the results of

Fig. 6a—d. The operation of noise remover. Betwezandb is a mapping  AND” and “thinning” operations. The feature image is gen-
from 8 x 8 overlapped regions to points defined in Eq.5. Betweemd  €rated after applying “AND” and “thinning” operations on
c is continuity checking defined in Eq. 6. We see that,@1) in B*(u, v) the motion pixel mages. In the experiments, we assume that
is eliminated. Finally, we restore all motion pixels as active motion pixels the background is stationary, however, a small movement of

by referringc for the blocks moved frona to d as defined by Eq. 7 the body during the gesture making is acceptable.
W 3 Model tion ph
1, A (2,y) > 20 odel generation phase
B =] B L LA 220

: Model-based vision is a robust approach for locating and
0, otherwise recognizing the object motion in the real scene with a lot of
spatial-temporal varieties. Here, we use PCA as the spatial
description model and HMM as the temporal description

wherel = {1,...128}, and B(u,v) is a 128x 128 im-  model for the gestures.

age. These regions are selected because the motion pixels

belonging to the same object are close together.
2. Check the local continuity of these regions. The local3.1 Spatial description models

continuity at B(u,v) = 1 is satisfied if and only if at _ _

least two of its eight-connected neighbors have value 1The PCA is the kernel concept of the so-called active shape
models (ASMs) [15]. This method models the natural vari-

u,v €1, r1=2u, y =20, (5)

o4 . . ability within a class of shapes. Each instance of an object’s

B (u,v) = 1 Z Z Bu+i,v+j) >3, ©) shapes can be represented by an ordered set of characteris-
’ i=—1j=-1 tic points located on the boundary. We manually locate the
0, otherwise feature points on the training set images (i.e., Figs.8a and

8b) by ensuring that each point plays an essential role on

3. Retrieve the active motion pixels by using the boundary of the images. These points characterizing the

{A(x+i,y+7)|i,j=0,1,...,7} shape feature are called “landmark points”. The PCA-based
method analyzes the statistics of the coordinates of these

{As(x +i,y+5)i,7=0,1,...,7)}, points over the training set. These landmark points on dif-

— if B*(u,v) =1 ) ferent images have minimal difference, so that we can align

’ ’ them with different scale, rotation, and translation before

0,  otherwise training (see Figs.8c and 8d). By minimizing a weighted

sum of squares of distances between corresponding points
pon different shapes, we align every shape to the first shape,
calculate the mean shape, and then align every shape to the
After having extracted the edge (spatial) and the motionmean shape. The details of the alignment processing of the
(temporal) information, we can combine these two kinds oftraining set can be found in [15, 16]. Having generated the

wherex = 2u, y = 2v. Figures 5a and 5b illustrate the
results of applying the noise remover on Figs. 4a and 4
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Fig. 8a—d. The positions of the labeled
points are shown around the boundary
of the handa andb illustrate the hand
shapes with labeled points.shows the
result thatb is aligned witha. d shows
the aligned shape of a training set

N aligned shapes and the mean sh#@pwe may calculate bl
the deviation of the aligned shapes from the mean shape, M V% (ﬂg V(% ('4% (ﬂrb (/75
dx; as

dx; =X; — X. (8)
Then, we can obtain then2x 2n covariance matrixS, as b2 (ﬂ% 74{5 V/l/ﬁ V% m (% (/16
S= % EN; dxdal . ©)

Applying the PCA, we can project the originat 2limension > {ﬂ% {”3 m % ﬁ % (%

shape points vector to another axis to reduce the dimension.
We first calculate the eigenvectors of the covariance matrix
S(i.e.,p1,...,p2n) Such that b4 C/yﬁ Vdﬁ (/% (/% (’(% {% {ﬂ%

Sp;, = A\xpr  with p{pk =1, (10) Fig. 9. lllustration of the effects of varying the parameters, b1, b2, b3, and

i i - b4 of hand model
where )\, is the kth eigenvalue ofS, with A, > \p+1. Ac- ot hand mode

cording to the PCA, it is sufficient to use the fitstigenvec-
tors to describe the shape variation. Another advantage of

this method is that the models represent the global variation AN HMM is a doubly stochastic process with an unob-
rather than the local variation of the shape. servable hidden stochastic process, but it can only be ob-

Now we determine how many terms are enough for usServed through another set of stochastic processes that pro-
to describe the shape variation. If we defing as duce the observed sequence. The hidden states “drive” the
model dynamic. At each time instance, the model is in one

2n ¢ of its hidden states. Transitions among the hidden states are
Ar = Z Aeand A= Z DY (11)  generated by probabilistic rules. The observable states pro-

k=1 k=1 duce outcome during hidden state transition or while the
then, based on the experimental resutig )\ = 0.8 is suffi- model is in one of its hidden states. Such outcome is mea-

cient. We use 90 landmark points € 90) and 10 eigenvec- surable by an outside observer and is also governed by a
tors ¢ = 10) which suffice the constraint. Given an arbitrary Set of probabilistic rules. Here, we limit our HMM as the
shape, we can use = X + P-b to approximate it, where forward-chaining HMM which is a special case of HMMs

P = (ps1,...p:) is the matrix of the first eigenvectors, and that have zero probability of returning to an earlier state.

b = (b1,...b,)7" is a vector of weights which are determined If there areN states and\/ possible observations, the
by the eigenvalues)(, ..., \;). The shape variations can HMM is described by @, 7, A, B, V), whereQ(= {q1, ¢2,

be described by the first four principal componerits @) - --,qn}) denote a set of state¥,({vi, v2,...,va}) is the
illustrated in Fig. 9. set of output observations (symbols).

A(= {aij}, with aj; = P’I‘(Qj att+ 1|QZ at t)) denotes
the state transition probability distribution (STPD).

B(= {b;(k)}, with b;(k) = Pr(v, att|g; att)) is the
HMMs have been used to model speech signal pattern foobservation probability distribution (OPD).
speech recognition [19] and have been applied in the vi- ,_ . _ _ . N~
sual communication dealing with the problems in which (= {m}, with m = Pr(g att =1)) s theinitial state

. o e ; - probability distribution (SPD).

the time variation is significant. The earliest application by
Yameto et al. [20] uses HMM to recognize tennis swings.At some time step, a new state is reached or stays in
Recently, HMMs have been applied to recognize gesturethe same state, based on the STPD. The system outputs a
[13, 14, 21-23]. However, the previous HMM-based meth-symbol at each time step and the symbol is stochastically
ods either avoid the problem of identifying the hand shapechosen from among a discrete set.
against complex background or require stereo camera to ob- In speech recognition, one HMM is associated with
tain 3D data for input. Most of the HMMs are trained by each different phoneme or word. In our gesture recogni-
using a complicated Baum-Welch training algorithm [19]. tion, one HMM is trained for 18 different gestures and

3.2 Temporal description models
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Table 1. Initial state probability distribution (SPD) o1

T T T
Normal

Stard 1] 2| 3] 4] 5] 6] 7] 8 9] 10] 11] 12 o Distribution
Pr | 1/16|1/16|1/16]1/16|1/16|1/16|1/16|1/16|1/16] 0| 0|1/16 o [\ "o
Statd 13| 14| 15| 16| 17| 18] 19| 20| 21| 22| 23] 24|  ,_ 0°=6.5077
Pr|1/16|1/16 1/16|1/16[1/16/1/16] 0| 0| 0] 0] O ; ] I

- [ A

the observation is the similarity measurement between thi o
pre-defined PCA models and the feature image. The train / \
ing process for the HMM with different gestures is re-
quired so that the parameters of HMM can truly describe A
the spatio-temporal dynamics of the desired gesture actior..  Speedofgesturev (Steps/Frame)

The training is to optimize the maximum likelihood measure, Fig. 10. Normal distribution with mean = 10 steps/frame and variance
log(Pr(observation | model)), over a set of training exam- = 6.5077

ples for the particular gesture associated with the model.

Such optimization involves the use of computationally costly . .
expectgtion-maximization procedure — B%um—Welch algo—.15' 20, 21, 22, 23, and sta‘ge-24, and th?'r average durat!on
rithm [19]. To simplify our implementation of HMM, we as- is 28 steps. The last class is state-19 with average duration
sume that the HMM is a first-order stochastic process which20 steps. . e

is stationary. Therefore, instead of using the Baum-Welch al- Furthermore, we subdivide each state transition into sev-

gorithm, we may implement the following training process eral step transitions. \.N_'thOUt arg/priori |nformat|on,. we
for our HMM assume that the transition probability of each step is equal.

We model the speed of gesture (or the number of steps in
each state) as a normal distribution shown in Fig.10. The
mean value is 10 steps/state and the variance is 6.5077. The
distribution depends on the experiments of the gestures cap-
) _ _ tured. Next, we calculate the interstate transition probability.
Here, we are developing a system to recognize 18 differ-The s is the step number of the state, anés the speed of

ent gestures. The hand shape of these 18 gestures can Bgsture y steps/frame). The interstate transition probability
classified into 24 different groups, so we define 24 stateg js

(N = 24) to represent the possible instant appearance of the

designated gestures. Some of them are intermediary states= ZP?“ (v >ils= z) Pr(s=1),

that can never appear in the beginning frame of the gestures.

The rest of them are assumed to have the same initial prob- 1 < ; < duration of the state (12)
ability of appearance. Here, we assume that each unknown . ,

input gesture is either simple gesture or is a combination wherei is the current step, and we sum up all possible steps.
of two or more simple gestures callechgbrid continuous | "€ results are stored in the STPD (see Table 2).

gesture. For a hybrid gesture, we may find that there exists N the training phase, to obtain the OPD, the system
arinterconnecting gesture between every two simple ges- extracts all possible features in the input frame and then
tures, which does not indicate any semantic meaning. Thegidentifies the moving object in this frame. The outputs of
interconnecting gestures will be observed as one of the ggnheasurement are.th_e ppssmle observatlons' that are weighted
called intermediary states. However, we may also find that by the degree of similarity to the cerrespondlng PC_?A models
two simple gestures may be connected smoothly to make gf the designated state. For each mput_frame, whlcr_l may be
hybrid gesture without any interconnecting gesture. Table 12SSigned to statk we select the best five observations by
shows the SPD. The states with probability zero means thaf®mparing the corresponding edge feature image with a set
these states belong to the intermediary states of gestures afl PCA models. The similarity weighting between the edge
they will never appear in the beginning of gestures. Heref€ature image4;) and the PCA modelss() is defined as

3.3 Training procedures for HMM

we assign the zero probability for the unreachable states and 5
an equal probability for the others. Wy, = ZH* (Az,Bi)/H* (A1, By),
In the training phase, given all possible gestures, we in- puvy
vestigate the STPD of all the possible transitions for each j=12-...5, (13)

state. Each state may have 5, 4, 3, or 2 transition choices.

Since we have a sequence of all possible shape varieties thathere; indicates the specific one of the five selected obser-
belong to the same state, we may divide the duration of statgations for each input frame, the numeratoyH*(4;, B;)

into steps. In each step, we have the smallest pre-defineds the normalization factor, an&* is the modified Haus-
identifiable and allowable shape varieties of the corresponddorff distance measure, which will be defined in Sect. 4.1.
ing gesture. Here, we categorize these 24 states into thre® smaller distance? *(A4;, B;) will generate a larger weight
classes based on (1) different duration (or number of steps)y; ;.

(2) intermediate state or meaningful state, (3) large or small For each observed gesture (an image sequence), we find
shape varieties. The first class consists of state-2, 12, 13, 14hat in any time instance it may be assigned to several pos-
16, 17, and state-18 and their average duration is 40 stepsible states with different state probabilitiggy;). With the

The second class covers state-1, 3, 4, 5, 6, 7, 8, 9, 10, 1ktate initial probabilityr; and the state transition probability
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a;;, we can calculate thg(g;). For instance, we find that,
when the gesture-1 is an input gesture, at a certain time in

stance, we have the probabilities of state-1, state-2, state-z x
and state-22 as 0.6949, 0.0142, 0.0181, and 0.2729, respe*

tively. Similarly, for each frame in the image sequence, we I
may have different observations with different observation . u
probabilities (i.e.p(vi)). It is computed based on the modi- ) =

fied Hausdorff distance measurement between the input han
shape and the possible corresponding observations describ
by the PCA pre-stored models. In this training phase, giver
as many images as possible, we calculatethg andp(vy). .
For each state;, we may calculat@(qj|uk) by using Eq. 13 Fig. 11a. is the set of points and is the corresponding Voronoi surface

to generatdV, and accumulating/V . for observation (or distance transform). THerighter cells indicate the shorter distance than
as b L k the darker cells

W; ) . .
ZNT—NM , (14) where the partial forward Hausdorff distance, and the partial
> oNg 2= Wik reverse Hausdorff distance are defined as

where theN is the number of states and théy is the  h/%(B, A) = fi2;min||b—al| and

number of training image frames. To obtgiy|q;) and acd

then generate the OPD (as Table 3), we can use the following’* (A, B) = fi& , min [|a — b]|. (19)
relationship beb

p (‘Ij lvk) =

The fr and fi are the forward fraction and the reverse
p(vkla;) = pla;lvi)p(ve)/p(g;) - (15)  fraction, f** \ q(x) denotes thef-th quantized value of(x)

over the setX [24, 25].

Dubuisson et al. [26] propose a modified Hausdorff dis-

4 Recognition phase tance which has better performance for object matching than

the original Hausdorff distance. This is due to the fact that
To recognize a continuous gesture, we use the Hausdorthe Hausdorff distance value indicates the maximum distance
distance measurement to observe the input frame, and thesetween these two point sets. Generally, for less noisy im-
refer to the OPD and STPD to generate the observation patges, the modified Hausdorff distance has better measuring
terns and all the possible observation sequences. With theggerformance. The modified Hausdorff distance is defined as
observation sequences, we may use the Viterbi algorithm to
generate the best match state sequence that has the maximuit(d(A, B), d(B, A)) = Nod(A, B) + Nod(B, 4)
probability to indicate the correct gesture.

20
NN (@)

with the forward and reverse Hausdorff distances defined as

1
4.1 Hausdorff distance measurement d(B, A) = N > d(b, A),
beB
Here, we observe the input frame by applying the Hausdorffd(A B) = 1 Z d(a, B) 21)
distance measurement to measure the similarity between the™ N, T

pre-defined PCA models and the feature image.A.ee the acd

feature image of the desired object aBdbe the instance Whered(b, A) = min,c4[|b—af and N, and N, are the
of PCA model (by adjusting the shape parameters, we caRUmber of points of two point setd and B, respectively.

generate different shapes). Setsand B are two finite point Usually, the number of points in the feature imadeas

sets, i.e.,A = {ay,...a,} and B = {by,...b,}, the forward much larger than the number of points of the shape model
need to find a minimum distance from every point in set

h(B, A) = ZQ%XL@QHZ?— al and B to all the points in setd. The computation is so time

consuming that we need to develop a fast method by using

h(4, B) = [I‘&XZE'E"“ =4l (16) the Voronoi surface, which has also been referred to as a
. . . distance transform to reduce the redundant computation of
where | - || is the Euclidean norm. The Hausdorff distance gisiance. Let sett be the point set shown in Fig. 11a, (we
is defined as use 13 points to show it clearly) and the Voronoi surface
H(A, B) = max((A, B), h(B, A)). (17)  d(p) of the setA is
In real cases, we only need to compare some portiong(P) = 2@2 Ilp—al, (22)

of sets A and B. In complex background with occluded

object contour, we are not sure whether the designated obje Ze\r/gfolnso?grfa%gtolpsge g?]rgs t?lza\igr.oilc?i. Sll}rl:flal(l:lgsr'::/t_es
is inside the feature image or not. The partial Hausdorff. ’

. ; , ing been generated, we can easily get the minimum distance
distance is defined as from each point of seB to set A without computing the
HIPIR(A, B) = max(./7 (4, B), h/®(B, A)), (18)  distances between all points df
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4.2 The observations of the input fr Table 4. OPT: The observation patterns with strengtt0.15

Observation # Observation Pattern

By investigating the results of the shape similarity measurett 1] 2] 4] 5] 8] 9]21j22] XX
ment, we cannot expect that the observation is always accu? 2| 3] 4] 7] 8] 9]10]20|23|X
rate, in other words, the measurement between the featuré 3| 4] 5| 7]10]11]12]18|24) X
image and the pre-stored PCA models does not imply that? 3| 41 6] 7] 8 9]20]24) X|X
the shortest distance always indicates the accurate model. A 3| 5| 7]11}16]17]21)23) XX
recognition phase, for each input frame, we may determing® 3| 4] 6} 7] 911220] X} X| X
the possible observations by comparing the correspondin { 3 Z 12/17/18 ig 1X 2>§1 § §
feature image with all the possible pre-stored models. In a 3 : 2 3 g 12 2(5) %
complex and non-stationary scene, the feature image mayt?0 T 8o it 24l X1 X XX
noisy, and the comparison is based on the modified Haus 1 35 8ozl 23 X XX
dorff distance measurement. > 7T ol 30T X XXX

Given an image sequence, we compare all the frame 3 3 2l o1zl 1318120l X XX
of this sequence with the PCA models and determine th':14 6 711312l 18120 221 X T X X
possible observations for each frame. For the first frame,15 32T 8l 910111523 24 %
we only select the PCA models which correspond to the—¢ 5T 7116117118120 X | X | X X
states with non-zero initial state probability. We comparei 5T 71161171181 191 X | X X X
each pre-stored PCA model with the feature image by usfig 711211618119 201 X | X | XX
ing the modified Hausdorff distance measurement. Here, wegg 7112161171181 191 X | X1 XX
choose the first five best observations. From these observagsg 51 7] 9121819/ 20 X | X | X
tions, we refer to the OPD and find all the possible statesy; 30 4] 5110/ 11|21 221 23] XX
to which this input frame belongs. Then, we use the current;; 1] 3|10|11]15| 21| 22| 23| 24| X
state to generate the next probable states for the next franfgz 3] 4| 5/10]11] 21| 23| 24| X | X
observation by referring to the STPD. By investigating all |22 3] 2] 5110111115/ 24] X | X [ X

the observations in the training set, we are certain that selec

ing five best match observations is enough, since the right

observation should be one of these five selections. For thand accumulated the selected observations for every obser-

other image frames in the input gesture sequence, we do theation, we calculate the so-called relative observation ap-

same observation operations. pearing probabilities (ROAP) by normalization (by dividing
the accumulators by the number of input image frames), and
then eliminate the observations with ROAPO0.15. The re-

4.3 Observation patterns generation sults are stored i_n the so-cal_l@ibservat!on patterns table

for simplifying the observation set (OPT) |Ilustrated_|n Table 4, Flgure_ 12 |Ilustrates.the ROAP
of each observation in the observation pattern. With the OPT,

i i we may reduce the number of all the possible observation
Now, we consider that if we have an average of 30 framegequences. Finally, the gesture recognition process may re-

per input image sequence, then we will have Ge., about  fer to the OPT and determine which observations should be
10?Y) possible observation sequences, of which each containgg|ected.

30 observations. Therefore, it is computationally unfeasible | ot the selected observation set for fraimme S; = {o;;};
for the Viterbi algorithm to determine the best matched statgye want to find a corresponding reduced observatiorjﬁﬁet
path (sequence). To solve this problem, we need anothgtor each observation;;, we have referred an observation
training procedure that simplifies the possible observatlorb(.mern (referring to Table 4) and form a sub$&(C S;)
sequences for the Viterbi algorithm to operate effectively.jn which all o] s have at least four common observations
Here, we take advantage of the relationships among thesg their observation patterns. We illustrate an example in
observations. For each input frame, there is an observatiog,e following. Given an observation set of an input frame
set that indicates the possible states to which the designateds (3 4 6,7,9}, we want to reduce the observation set. If
input frame belongs. By investigating all the observationihe matching condition is severe (i.e., the observation pat-
sets of the input frames, we find that some observationgern should contain all the same five observations), then the
have much higher possibility of appearance. The modifiedyhservation set will be reduced o1, 61. If we relax the
Hausdorff distances of these selected observations have beghtching condition, i.e., the observation pattern will contain
used in the training procedure to generate the observatiofhe same four observations, then the observation set will be
patterns for each observation in the observation set. reduced to{4, 6,9}.

In this training stage, given an image identified as obser- o
vation j, we use the similarity measure to find the best five
observations as$; = {o;x|k = 1,...5} in which the best 4.4 Gesture recognition using the Viterbi algorithm
matched observation is not necessarily observajiofor
each observation i9;, if it is observation, i.e., 0 = O;, Given a sequence of image representing a certain meaning
then the correspondingh accumulator foiO; is increased gesture, we apply (1) the feature extraction process to ex-
by one, i.e. ACC; = ACC;+1. We test as many input frames tract the meaningful hand shapes, (2) the Hausdorff distance
as possible for each specific observatjotdaving collected measure to generate the possible observations, and (3) the
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Viterbi algorithm [19] to find the corresponding most prob- 2. Recursion. From ¢ = 2 to T for all state j, a;(j) =
able state transition sequence. The hand gesture recognition Maxy<;<y [a:—1(2)a;;10;(0:); ¥:(§) = argmax<,<y
system can be illustrated in the following steps. [as—1(3)ai;]. o
3. Termination. Pr=Max,<;<y [ar(?)]; i* =argmax<,<y
1. For each input frame, we change the parameters of pre- [ar(i)]. - -
stored PCA models to find the most similar shape thaty, Backiracking. Fromt=T — 1 to 1, it = Pra(ity)-
matches with the feature image and then use the Haus-
dorff distance measure to make observation by measur- In Fig. 13a, we show six frames of an image sequence,
ing the distance between them. and in Fig.13b we illustrate all the possible observations
2. Use different pre-stored PCA models to observeithe 0f one of every two frames of the image sequence of the
input feature image frame and generate an observatiogesture. Then we refer to the OPT (Table 4) to generate the

setS; = {0y} reduced observation set of each frame shown in Fig. 13c. In
3. Use the pre-trained OPT (Table 4) to simplify the obser-Fig. 13d, we illustrate the table of the 14 input observation
vation set. sequences, which have the best corresponding accumulated

4. Use the Viterbi algorithm to calculate the log-probability probabilities and the best matched state sequences. We can
of the state transition sequences, and pick the maximumsee that these fourteen best match state sequences correspond
5. If the maximum is still below a certain threshold, then to the same gesture.
reject, else accept.

The Viterbi algorithm can be viewed as a special form 5 Experimental results and discussion
of a forward and backward algorithm, where only the max-
imum path at each step is taken instead of all paths. Thitere, we illustrate the experimental results of hand gesture
optimization reduces the computational load of finding therecognition system. The input hand gestures include sim-
most likely state sequence. The Viterbi algorithm consists ofple gestures and hybrid gestures (combined of two or more
the following steps. simple gestures). We have tested 10 simple gestures and 8
hybrid gestures (see Fig. 14). In our system, these 10 simple
1. Initialization. For all states, a1 (i) = m;;(01); ¥;(7) = 0, gestures may contain one, two or three states, 5 hybrid ges-
i =212 ...N, wherea;(i) is the probability of which  tures may consist of two or more smoothly connected simple
observationO; occurs at time = 1 and at staté, and  gestures without any intermediary gesture, and the other 3
1) stores the optimal states. hybrid gestures require one intermediary gesture to connect
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state sequences
d

every two simple gestures. For the hybrid gestures, we needition process, a sequence of gesture images is tested over
to build a corresponding active shape model to extract thehe trained HMM in order to decide which gesture it rep-
new gesture. resents. The probabilities of state sequences are evaluated
In our experiments, the image frame size is 356, its  using Viterbi algorithm. Different from [21], who consider
frame rate is 30 frames per second. The camera that we ugke velocity of the hands as training and test feature, we use
in the experiment is a SONY XC7500. The captured imagethe hand shape variability to associate with the state of the
frames are stored in the DRAM of an Oculus-F/64 frameHMM. The dynamic time-warping ability of the Viterbi al-
grabber, and then transferred to the host computer (Pentiurgorithm will still hold in our system. However, if the gesture
PC 300 MHz) for further processing. For each gesture, thds made too fast, the observation accuracy will be lower, so
frame number of image sequence is above 30. The inputhat the Viterbi algorithm will pass through the fringes of the
image sequence is taken at three different time intervals: nodensity function and receive a lower log-probability score.
gesture period, the action (gesture-making) period, and the In the training stage, we may have pre-determined dif-
silent period. Here, we assume that the complex backgrounterent state sequences for different gestures (see Table 5).
is stationary and we can use the frame difference detectoburing the recognition stage, the outputs of the Viterbi al-
(FDD) to identify the beginning and the end of the gesturinggorithm are the best probable state sequences, which are
period in the image sequence. compared with the pre-determined state sequence of each
The feature extraction algorithm is applied in both of gesture for identification. There are ten training sequence
the training and recognizing phases. Our method has beesamples for each gesture. We find that most of the input
tested in indoor scenes with different backgrounds by a varigestures can be identified accurately. The best match state
ety of gesture sequences made by different users. The resubgquence corresponding to the most probable state sequence
are good enough to provide both reliable tracking and accuthat identifies the gesture made in the image sequence. How-
rate hand shape description. It is easily trained for differentever, in very few cases, we may find that the most probable
users and lighting conditions. The only limitation is that our state sequence does not indicate the same gesture as the
method is based on the frame difference operation, if theother state sequences. Therefore, we can discard it and ex-
hands are stationary or moving too slowly, then the featureamine the next best one. The feature extraction process of
image cannot be extracted accurately. our system is insensitive to the illumination changes and the
The shape variability in duration of gesture is accountedcomplexity of the background. The most time-consuming
for in the recognition or model evaluation process. In recog-stage of the recognition system is the observation process,
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Fig. 14. Continued on next page

which selects the best match shape for each PCA model an@2% and the correct recognition rate of the hybrid gesture
applies a one-by-one Haudorff distance measure betweeis about 87%. The breakdown recognition results for the 18
the pre-stored shape models and the feature image. It takegestures are given in Table 6. From Table 6, we find that
about 60s to generate the feature images, 70s to obsensmme input gesture image sequences are unidentified instead
each image frame, and 25 s to identify the gesture by Viterbbf misidentified, because if the most probable output state
algorithm. sequences do not match with any pre-determined state se-
In the experiments, we have asked 20 people to make 1§uences (Table 5) completely, then it is unidentified. How-
different gestures. Each individual makes every gesture fiveever, if we allowpartial matching for gesture recognition,
times. The motion speed and the motion trajectory of thethen the recognition rate will be increased (i.e., the recog-
same gesture made by different persons are somehow quitétion rate will be above 95%), however, it also increases
different. Sometimes, the individual’s clothes create a comthe misidentification rate. For instance, it may misidentify
plicated background of the image sequence during gesturgesturea as gesturep; gesturee as gesturen; gestureq
making. It may make the system generate wrong observaas gesture:; or gesturel as gesture, and vice versa. The
tions. On the average, the correct identification rate of oumisidentification has the following two reasons. (1) Feature
hand gesture recognition system for simple gesture is abovimage contains too little information of the moving object. It
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Fig. 14a. shows a gesture consisting of state-9 and stateshows a gesture consisting of state-1 and stateshows a gesture consisting of state-12 and
state-13.d shows a gesture consisting of state-3 and stashows a gesture consisting of state-14 and stafesBows a gesture consisting of state-6,
state-20, and state-g.shows a gesture consisting of state-8 and stateshows a gesture consisting of state-16 and staté-dfows a gesture consisting

of state-5 onlyj shows a gesture consisting of state-19 and stat&-%Bows a gesture consisting of state-9, state-1, and sth&h@ws a gesture consisting

of state-3, state-4, state-15, state-8 and state-€hows a gesture consisting of state-14, state-6, state-20 and staseefvs a gesture consisting of state-5,
state-10, state-9 and statedlshows a gesture consisting of state-3, state-4, state-23 and sfa#héws a gesture consisting of state-9, state-1, state-21
and state-5q shows a gesture consisting of state-8, state-9 and statsHows a gesture consisting of state-4, state-3 and state-24, state-9 and state-1
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Table 5. The state sequence of the 18 gestures in the experiment

3
Gesture | Corresponding state transition sequerice
a 9..1.. 4
b 1..2...
c 12...13.. 5
d 3...4...
e 14...6... 6
f 6...20...7...
g 8...9...
h 16...17.. 7
i 5...
j 19...18... 8
k 9..1..2...
| 3...4...15...8...9...
m 14...6...20...7... 9
n 5..10...9...1...
o} 3...4...23...5...
D 9..1.2L.5.. 10.
q 8...9...1...
r 4...3...24...9...1...

11.

Table 6. The correctly identified sequence numbers (each gesture has 100
test image sequences)

14.

occurs because the desired object is stationary or moving too
slow, and the system cannot extract the feature image accu-

rately. (2) The shape variety between two continuous frames>-

is enormous. It happens when the motion of the gesture is
too fast.

6 Conclusion and further work

The gesture recognition system consists of four major com-

ponents: feature extraction, PCA, Hausdorff distance, andq

HMM. Our method has proved to be very effective to ex-

tract the moving handshape in the complex stationary backz0.

ground. The PCA model is also a very reliable method to
describe the moving hand shape. The proposed simplified
training process for HMM has the drawback that, once we
want to add a new gesture into the system, we need to re-
train HMM. Therefore, the flexibility of our simplified HMM
is the major issue in our future research. We need to elimi-

nate the concern that the more gestures there are to be recog-

nized, the more complicated and time-consuming processes

may be expected.

24.
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