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Abstract—A 10-Gb/s current mode logic (CML) input/output
(I/O) circuit for backplane interconnect is fabricated in 0.18- m
1P6M CMOS process. Comparing with conventional I/O circuit,
this work consists of input equalizer, limiting amplifier with
active-load inductive peaking, duty cycle correction and CML
output buffer. To enhance circuit bandwidth for 10-GB/s opera-
tion, several techniques include active load inductive peaking and
active feedback with current buffer in Cherry–Hooper topology.
With these techniques, it reduces 30%–65% of the chip area
comparing with on-chip inductor peaking method. This design
also passes the interoperability test with switch fabric successfully.
It provides 600-���� differential voltage swing in driving 50-�
output loads, 40-dB input dynamic range, 40-dB voltage gain,
and 8-mV input sensitivity. The total power consumption is only
85 mW in 1.8-V supply and the chip feature die size is 700 m
400 m.

Index Terms—Cherry–Hooper topology, current-mode logic, in-
ductive peaking, limiting amplifier.

I. INTRODUCTION

W ITH the access network including digital subscriber
line (DSL), passive optical network (PON), IEEE

802.11/5/6 and 3/3.5 G phone service being widely deployed
in past few years, the data traffic is easily up to 1-Gb/s. Central
office equipments operated at speed of OC48 (2.5-Gb/s) to
OC192 (10-Gb/s) and the backplane need to support high speed
serial link of data to replace parallel bus in many applica-
tions [1].

A typical switch fabric system is shown in Fig. 1, which con-
tains line cards, switch fabric core and backplane with connec-
tors which route to each line cards. The switch fabric also inte-
grates multi-channel Serializer/De-Serializer (SerDes) with cur-
rent mode logic (CML) input/output (I/O) interface. To over-
come parallel buses crosstalk and EMI, etc., issues, the design
trends are using SerDes with CML I/O for high speed operation.
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Fig. 1. Block diagram of a typical switch fabric systems.

CML is suitable for backplane interconnection due to its low
swing and pure differential architecture. Most of the prior arts
[2]–[6] use inductor peaking to enhance bandwidth but it occu-
pies chip area and not suitable for highly integrated system-on-
chip (SOC) like multi-channel switch fabric. On the other hand,
this proposed CML I/O circuit has been under the interoper-
ability test with a novel load balanced Birkhoff-von Neumann
switch in the mean time [7]–[10]. This paper presents the CML
I/O circuits include input (EQ/LIA) and output (CML buffer) in-
terfaces and is organized as the following. Section II describes
the architecture of the CML I/O interface. The EQ, LIA, and
CML output buffer are codesigned to examine the performance
together, and the design techniques and circuit structures are
discussed in Section III. To achieve wide-band and high-gain
design goals, inductive peaking is adopted by using PMOS ac-
tive load and active feedback in Cherry–Hooper topology [11].
Section IV describes the experimental results. Conclusions are
presented in Section V.

II. CML I/O ARCHITECTURE

The block diagram of the CML I/O interface is shown in
Fig. 2.

CML input interface consists of an equalizer and a limiting
amplifier which includes dc-offset canceling function. CML
output interface simply designs with CML output buffer.

The equalizer input stage is self-biased with 100- differ-
ential impedance and a modified Cherry–Hooper topology in-
cluding capacitive source degeneration architecture is adopted.
The limiting amplifier has five inductive peaking gain-stages

1063-8210/$25.00 © 2009 IEEE

Authorized licensed use limited to: National Tsing Hua University. Downloaded on May 11, 2009 at 22:21 from IEEE Xplore.  Restrictions apply.



KAO et al.: 10-GB/S CML I/O CIRCUIT FOR BACKPLANE INTERCONNECTION IN 0.18- CMOS TECHNOLOGY 689

Fig. 2. Block diagram of CML I/O architecture.

Fig. 3. Block diagram of equalizer.

and with active feedback to increase band-
width and auto gain control (AGC) to extend dynamic range
and improve jitter performance. At the same time, differential
dc-offset error signal from gain stage A5 feeds back to gain stage
A1 with low-pass filter (C1 and R1) and differential operation
amplifier (OP1) to keep output waveform in 50% duty cycle.
Following the limiting amplifier are CML output buffer stages
(B1 and B2), which uses the same inductive peaking and active
feedback techniques to increase circuit bandwidth for enhancing
the operation speed to 10-Gb/s.

Moreover, this CML output buffer is designed to drive 50-
resistive load and output swing is over 600-mV .

III. CML I/O CIRCUIT BLOCKS

A. Equalizer

Fig. 3 shows the equalizer circuit that employs the modi-
fied Cherry–Hooper amplifier topology which consists of two
stage amplifier with active feedback [11], [12]. The main ad-
vantage of Cherry–Hooper topology is it can maintain the high
gain and high bandwidth at the same time. Furthermore, this
design includes M6 and M7 that act as the ideal current buffers

to reinforce Cherry–Hooper performance by getting better ac-
tive feedback properties. The equalizer also includes tunable
source degeneration function (C1 and M5) and the high-fre-
quency signal amplitude can be changed by tuning varactor C1.
Comparing prior art [13], this architecture can simply maintain
input voltage swing and only compensate high-frequency signal
loss. The equalizer is a two-stage design. Stage 1 is a trans-con-
ductance amplifier; Stage 2 is a trans-impedance amplifier and
active feedback circuitry which increases the overall bandwidth
and also keeps the high voltage gain.

Assuming each gain cell is approximated by a two-pole am-
plifier then its conversion gain can be described by in (1)
[2]. Source denegation effect is temporarily neglected here and
it will be discussed separately in the following:

(1)

(2)

(3)
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Fig. 4. EQ simulated output eye diagram: (a) ����� � 0 V; (b) ����� �

1.8 V.

Fig. 5. Basic CML Gain stage: (a) passive inductive peaking; (b) active induc-
tive peaking.

(4)

and represent the parasitic capacitance at the
drain node of M3 and M12 and and represent the
equivalent resistive load of M1 and M10, respectively.
and denote the transconductance of the differential pair
(M3–M4) and (M12–M13) and is the transconductance

Fig. 6. Active inductive peaking circuit illustration: (a) circuit modeling;
(b) smith chart.

Fig. 7. LIA architectures.

of the active feedback stage (M8–M9). M6 and M7 effect is
combined into active feedback stage and it will increase the
low-frequency voltage gain but does not affect the overall
bandwidth.

To achieve tunable high-frequency compensation capability,
source degeneration technique is applied and transconductance
of (M3–M4) can be derived as by half-circuit anal-
ysis method. In another word, can be represented with

. By substituting into (1), we obtain complete transfer
function as in (5)

(5)
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Fig. 8. LIA gain stage.

denotes the equivalent resistive load of the M5 and
equals the capacitance of C1. From (5), contains a zero
at and if the zero cancels the pole at drain of M3
then bandwidth will increase by a factor of .
By the way, the zero of equalizer can be adjusted by the capac-
itance of C1 varactor which is controlled by Vtune and Fig. 4
shows the simulated output waveform for 0 and 1.8 V.
High-frequency gain varies with C1 capacitance and it reveals
rising edge peaking in time domain waveform.

B. Limiting Amplifier

Fig. 5 shows the basic CML gain stage circuit diagram with
conventional passive inductive peaking and with proposed ac-
tive inductive peaking. By using active inductive peaking, the
chip area can shrink dramatically and phase shift is minimized.

The equivalent small signal model of active inductive circuit
and a plot of its simulated S11 are shown in Fig. 6(a) and (b),
respectively.

The input impedance of active inductive circuit can be de-
scribed as

(6)

denotes the equivalent resistive load of the M1 and
equals the M3 gate-source parasitic capacitance. The input
impedance increases with frequency and behaves as the
series L-R network. Based on the simulated Smith Chart,
the active inductor self-resonant frequency is approximately
12 GHz and then becomes capacitive. The equivalent inductor
also varies with the width of M1 which is expressed as
in (6). Fig. 7 shows the complete LIA architecture includes
automatic gain control function, dc-offset cancelling (DCC)
network and consecutive gain stages to provide about 40 dB
conversion gain. DC-offset cancelling network is composed of
a differential operation amplifier (OP1) and low-pass filter (C1

Fig. 9. LIA simulated output eye diagram: (a) AGC-off; (b) AGC-on.

and R1). To compensate for an input-referred offset voltage of
roughly 20 mV, R2 needs to be around 1 k- .

On the other hand, due to the high conversion gain, the gain
stage will saturate when input voltage is increasing and output
eye diagram is getting distorted and induce more jitter. To en-
large the input dynamic range and improve the jitter perfor-
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Fig. 10. Block diagram of CML output buffer.

mance, AGC is presented in this design. The function of AGC is
based on input swing peak detection and AGC kick-in voltage
(Vref) which is presented in Fig. 7. Operation amplifier (OP2)
acts like a comparator and output AGC control voltage to the
gain stages and by comparing the Vref. The
typical AGC kick-in point is around input swing over 30 mV .

Fig. 8 shows block diagram of limiting amplifier gain stage.
This gain stage design still adopts Cherry–Hopper architecture
with active feedback, active inductive peaking and tunable re-
sistive load. Tunable load is achieved by (R2, M5, M6, M17,
and M18) and the R2/R3 ratio will determine the gain factor
in AGC region. To compromise between the conversion gain
and jitter performance over full input swing range, the rule of
thumb R2/R3 ratio is roughly equal to . At the same time,
negative miller capacitance also helps in mending eye-opening
margin by cancelling the parasitic effect of the current switch
differential (M9–M10) and (M21–M22). Similar AGC concept
is presented [14]. It needs complicated multiple peak-detector
circuit and using closed-loop architecture which increases de-
sign complexity.

Fig. 9 compared simulated output waveform with AGC-on
and AGC-off. The output swing is reduced in AGC region but
jitter, eye diagram opening and rise/fall time of the wave form
are obviously improved. Especially, it eliminates the double
edge of eye pattern and enhances the signal integrity.

C. CML Buffer

The proposed CML output buffer which presents in Fig. 10 is
simply based on modified Cherry–Hopper architecture which
mentioned in previous equalizer design section but using ac-
tive inductive load instead of PMOS. The second stage of CML
buffer is designed to provide over 8 mA driving current and over
300 mV voltage swing with 50- output load [11], [15]–[17].

Fig. 11 presents the simulated S21 plot and output eye di-
agram which bases on PMOS (M1 and M2) parameters value
( 0.18 m, 2 m and ). By changing the M1
and M2 finger numbers (equivalent width), the bandwidth of the

Fig. 11. CML buffer simulated output diagram: (a) S21 plot; (b) Eye waveform
(50-� output load).

CML buffer can be adjusted and it decreases with pMOS device
size. The drawback of the increasing peaking at high frequency
region is the penalty of signal distortion and eye quality needs
to be optimized by design.
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Fig. 12. Overall CML I/O structure simulated output eye diagram (50-� output
load).

Fig. 13. Overall CML I/O structure simulated S21 plot.

D. Overall CML I/O Structure Simulation Result

The simulated output eye diagram and S21 plot of overall
CML I/O structure is presented in Figs. 12 and 13, respectively.
The bandwidth of CML I/O structure is 7.9 GHz and lower
cutoff frequency is 867 KHz. The simulated eye diagram is very
close to measurement result in Fig. 15 except the jitter is slightly
larger than expectation. The simulation conditions are PRBS

NRZ data, 8 mV ac-coupled input swing and ac-cou-
pled driving external 50- load.

To verify EQ performance with overall circuitry, a 15 cm FR4
traces is included into simulation environment prior to overall
CML I/O structure (SMA connector and bonding wire effect are
neglected) and the simulated result is shown in Fig. 14.

The inter symbol interference induced by FR4 PCB trace is
removed after equalizer circuit block and obtains an adequate
eye opening with 600 mV output swing. The simulation con-
ditions are PRBS NRZ data, dc-coupled 100 mV input
swing, setting 0 V at EQ stage and ac-coupled driving
50- load directly.

IV. EXPERIMENTAL RESULT

For complete performance measurement, the CML I/O IC
was tested by mounting on FR4 print circuit board and on-wafer
probing. The test equipments include pattern generator (Anritsu
MP-1763B) and digital communication analyzer (Agilent DCA
86100A).

Fig. 14. Overall CML I/O structure simulated output diagram: (a) input data
(after 15 cm FR4 PCB trace); (b) eye waveform after equalization (50-� output
load).

Fig. 15. Chip photo graph.

Fig. 15 illustrates the chip photo. Fabricated in a 1.8-V 0.18-
m 1P6M CMOS technology, the die area is 700 m 400 m.

A. Test Result of Die Bonding Evaluation Board

Fig. 16 shows the FR4 evaluation board for die bonding.
This work was measured with different data rates from 2, 3, 4,

to 5 Gb/s. The test conditions are PRBS NRZ data, 8 mV
AC-coupled input swing and data output connects to 50- load
DCA electrical channel. The eye diagrams are shown in Fig. 17.
The evaluation board measurement result revealed limitation of
operation frequency due to the die wedge bonding, FR4 PCB
material attenuation and proposed CML output buffer does not
include pre-emphasis. The jitter of the output eye diagram at 5
Gb/s is up to 60 ps and the output differential voltage swing
is over 400 mV . On the other hand, the input overload also
supports up to 1 to meet backplane data communication
requirement [18].
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TABLE I
PREFORMANCE BENCHMARK

Fig. 16. Photo of FR4 PCB evaluation board.

Fig. 17. FR4 PCB evaluation result: (a) 2 Gb/s; (b) 3 Gb/s; (c) 4 Gb/s;
(d) 5 Gb/s.

B. On Wafer Test Result

At the same time, this circuit also tested by on-wafer probing
method and the test conditions are the same as chip-on-board
measurement. The test conditions are PRBS NRZ data,
8 mV AC-coupled input swing and data output connects to DCA
scope directly. The Vtune of equalizer stage is 1.5 V under
10 Gb/s eye measurements for slightly compensating connector,
cable loss.

The 8, 9, and 10 Gb/s eye diagrams are shown in Fig. 18, re-
spectively. The performance is much better than printed circuit
board because of the less parasitic effect and without FR4 ma-
terial attenuation. The measured peak-to-peak jitter at 10 Gb/s

Fig. 18. On wafer test result: (a) 8 Gb/s; (b) 9 Gb/s; (c) 10 Gb/s.

is around 25 ps and output differential voltage swing can reach
600 m which verifies the circuit simulation result.

V. CONCLUSION

This paper describes a low power consumption and area effi-
cient wide-band current-mode logic I/O interface for high speed
backplane multi-channel interconnection in TSMC 0.18- m
1P6M CMOS technology.

This CML I/O interface integrates the equalizer, limiting am-
plifier and output buffer. It can provide 40 dB voltage conver-
sion gain, 40 dB input swing dynamic range and operation data
rate up to 10 Gb/s. In this design, a modified Cherry–Hopper
wide-band high-gain circuit architecture is applied to several
circuit blocks and it is fully verified by chip level measurement
result. The proposed design is suitable for SOC design because
of its: 1) small chip area includes EQ/LIA; 2) low power con-
sumption; 3) LIA circuit block contains AGC/DCC function-
ality; 4) high-speed CML buffer includes active inductive load
along with active feedback structure.
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Table I summarizes the circuit performance and compare with
other recently published works. It shows that proposed design
can save 30–65% of die area, consume less than 30%–40%
power including both dc-offset cancelling function and AGC
function. Equalizer and CML output buffer circuit blocks are
also included. Based on previous advantages, this design is spe-
cially optimized for high speed backplane multi-channels data
communications.
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