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Abstract—This paper proposes multiplexer-flip-flops (MUX-
FFs) to be a high-throughput and low-cost solution for serial link
transmitters. We also propose multiplexer-latches (MUX-Latches)
that possess the logic function of combinational circuits and
storing capacity of sequential circuits. Adopting the pipeline
with MUX-FFs, which are composed of cascaded latches and
MUX-Latches, many latch gates for sequencing can be removed.
Analysis and simulation results show that an 8-to-1 serializer in
the pipeline topology with MUX-FFs reduces 52% gate-count
compared to that in the traditional pipeline topology. To verify the
functions of the proposed design, two chips are implemented with
the proposed 4-to-1 MUX-FF and 8-to-1 serializer with MUX-FFs
in 90 nm CMOS technology. The measured results show that the
MUX-FF and the proposed serializer with MUX-FFs are almost
bit-error-free (with ), operating at up to 6 Gbits/s
and 12 Gbit/s, respectively.

Index Terms—Low gate-count, MUX-FF, MUX-Latch, pipeline,
serial link.

I. INTRODUCTION

I N RECENT years, serial link interfaces are widely
adopted in high-speed interconnect transmission systems.

High-speed, low area, and low power are the key targets for
serial link designs. The design techniques for the serial link can
be categorized into two groups, the pipeline and nonpipeline
topology. The nonpipeline topology has the advantages of
low chip area and power while the pipeline topology has the
advantages of high operating speed. The nonpipeline topologies
such as the large fan-in multiplexer [1] and the tree-topology
multiplexer with multiphase clocks [2] have been proposed
for low-cost solutions. The large fan-in multiplexer [1] pro-
cesses more-than-two input data in a single gate. However,
in a large fan-in multiplexer, the parasitic capacitance of the
output node is large and causes long MUX gate delay. In
[2], the multiplexer adopts the common tree-topology, but
employs multiphase low-frequency clock signals rather than
high-frequency clock signals. Both [1] and [2] designs achieve
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area saving through cascaded MUX without pipeline flip-flops
(FFs). However, the multiple cascaded MUX stages become
critical data paths and that limits the operating speed. Due
to this limitation, the pipeline topology is more commonly
adopted to achieve high-speed design.
Adopting the pipeline topology to a serial link transmitter

separates the data transmission of theMUX stages and improves
the data throughput. The pipelined multiplexer implemented
with static logic has been reported in [3]. Using the current
mode logic (CML) to implement pipelined multiplexers reaches
higher data rate, but consumes more power compared to the
static logic. In the hybrid designs of [4] and [5], CML circuits
are adopted as the output stage to achieve high throughput, and
the static logic circuits are used in the input low-speed stage.
In recent years, most of the high-speed transmitters are imple-
mented with CML in the pipeline topology with FFs as the
sequential circuits (SCs) [6], called the conventional pipeline
topology in this paper. The transmitters with the conventional
pipeline have been reported in technologies such as SiGe [7] and
InP [8], [9] at speed of 50 Gbits/s. Implementations of pipeline
transmitters under various CMOS technologies have also been
reported. The inductive peaking scheme is adopted to increase
the speed of output stages to 15 Gbits/s or higher in [10]–[12]. In
[11], the super-dynamic FFs enhance the operation speed of the
sequential FFs. The feedback CMOS CML in [13] is used for
high-speed operation and is more tolerant to threshold voltage
fluctuation than the conventional CMOS CML. All of the above
approaches in [6]–[13] adopt the conventional pipeline topology
as the high-speed solution, and at the same time different design
techniques are adopted in the individual circuits to make an im-
provement.
However, the conventional pipeline topology using FFs as se-

quential circuits in a serial link costs circuit overhead. In the se-
rial link interfaces, a serializer converts the low-speed parallel
data into a high-speed serial datum. The main circuit of a seri-
alizer is a MUX gate, but lots of FF gates in the conventional
pipeline are used to separate theMUX stages and store data. The
FFs add a significant portion of area and power overhead in the
serial link circuit.
The selection between the nonpipeline and the pipeline

topologies in designing a serializer becomes a trade-off be-
tween speed and area. To overcome this problem, we propose a
new circuit called MUX-Latch. A CML MUX-Latch, a combi-
nation of a CML MUX and a CML latch [14], has the function
of multiplexing and data storage. A. Emami-Neyestanak et
al. have proposed an analog MUX and embedded latch ar-
chitecture that is used in decision feedback equalizer (DFE)
receiver [15]. Our proposed MUX-Latch architecture is similar
to theirs except for two points. First, the selecting and clocking
transistors are stacked up in their design while ours are not.
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Fig. 1. Schematics of conventional (a) CML MUX and (b) CML Latch.

Second, their design is used in the receiver while ours is used
in the transmitter for serialization. The clock signals in their
MUX with embedded latch are quarter-rate of the input signals
while ours is four times of the input signals.
A MUX-FF is composed of cascaded MUX-Latches and

latches [16]. In this paper, we provide detail area and delay
analysis of the MUX-FF that performs multiplexing and
clock-edge-triggered sampling functions like the MUXs and
the FFs in the conventional topology. We describe the pipeline
behavior of the MUX Latch and clock-edge-triggered sampling
function of the MUX-FF. The function of the smallest unit
MUX-FF is a 4-to-1 MUX with clock-edge-triggered sampling.
A unit MUX-FF saves six latches compared with a conventional
pipeline 4-to-1 MUX. With the MUX-FFs, the gate-count of
the proposed serializer is reduced significantly as the inputs of
the serializer increases. The proposed serializer topology with
MUX-FFs uses the 2-to-1 CML MUX at the output stage, and
remains the high-speed operation as the conventional pipeline
one.
This paper is organized as follows. The proposed CML

MUX-Latch is presented in Section II. The operation and
speed-up analysis of the proposed pipeline structure with
MUX-Latches are described in Section III. Section IV-A de-
scribes the serializer circuit design and analysis of the proposed
topology with MUX-FFs. The 4-to-1 MUX-FF and the pro-
posed 8-to-1 serializer are implemented, and the experimental
results are shown in Section V. Section VI gives a brief con-
clusion.

II. CML MUX-LATCH

The schematics of conventional CML MUX and CML latch
circuits are shown in Fig. 1. A CMLMUX is constructed by two
input pairs, (M1, M2) and (M3, M4), using a common output
node and current tail. The differential pair of the lower level,
(M5, M6), works as a current switch, and the selecting signal
S controls the current flow to one of the two input pairs. The
output function of a CML MUX is . Sim-
ilarly, a CML Latch consists of an input pair (M1, M2) and a
storage loop (M3, M4). With 50% duty cycle clock signals, a
latch samples the data in the first half period and holds the status
in the second half period. Both latch and MUX of conventional
CML schematic are controlled by 50% duty cycle complemen-
tary signals.
With the level-sampling function of a latch, any switching or

noise might cause wrong logic at the output node in the clock-
high-level period. Therefore, the succeeding stage of a latch is
commonly designed to get data during the holding period. An
FF is constructed by cascading two latches, which are controlled

Fig. 2. (a) Circuit diagram, (b) timing diagram, and (c) schematic of MUX-
Latch.

by clock and inverse clock signals, respectively. Then only the
datum sampled at the moment of clock falling edge propagates
to the output.
Our proposed MUX-Latch is constructed by a MUX and an

additional storage loop connected to a common current tail.
A MUX-Latch combines the holding function of a latch to a
MUX. Fig. 2 shows the circuit diagram, control signals, and
schematic of a MUX-Latch. In Fig. 2(a), the current of a MUX-
Latch switches like a conventional one, in which only one of

is chosen to carry the total
current. One MUX-Latch operation is separated to four steps:
propagate IN0, hold IN0, propagate IN1, and hold IN1. Three
control signals CLK, P0 and P1 are adopted for the holding
and selecting as shown in Fig. 2(b). Like a latch, either IN0
or IN1 would pass through the MUX-Latch to the output when
P0 or P1 is high. A MUX-Latch performs multiplexing for half
CLK period and holding data for the other half CLK period,
which is equal to cascade a MUX and a latch. In other words,
a MUX-Latch can replace a MUX and a succeeding latch. The
frequency of CLK is twice of that of P0 and P1. The normal
50% duty cycle CLK signal is used to hold logic level when the
CLK is low. In addition to the CLK signal, two 25% duty cycle
pulse signals, P0 and P1, are provided to select the two inputs
IN0 and IN1 individually.
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Fig. 3. Schemes of conventional pipeline with: (a) latches and (b) FFs.

III. MUX-LATCHES PIPELINE STRUCTURE ANALYSIS

We describe the pipeline behavior of our proposed MUX-
Latch. Latches and FFs are most commonly used as the se-
quential circuits (SCs). The schemes of conventional pipeline
with latches and FFs are shown in Fig. 3(a) and (b). The
in the figure is the th stage combinational circuit (CC) of the
pipeline. The “ ” and “ ” signs in the figure indicate that the
data are modified by the CCs once and twice, respectively. The
dotted-edged period in Fig. 3(a) is the propagation period of the
latch in the previous stage. The shaded blocks are the operation
period of the and the operation lengths are called .
The clock-to-output delay and data-to-output delay of a latch
are called and , respectively. The maximum length
of is the half clock period minus in standard design.
However, when the operation time of is longer than a half

TABLE I
IMPLEMENTATIONS OF THE SIMPLE LOGIC FUNCTIONS WITH MUXS

Fig. 4. Scheme of proposed pipeline using MUX-Latches.

clock period, the extra time can be “borrowed” from the suc-
ceeding stage. Because the time-borrowed stage does not get
the stable input datum when the clock is switched, the delay of
the latch should be considered as .
The pipeline with FFs, as shown in Fig. 3(b), is a special case

of the pipeline with latches. The maximum length of is
the clock period minus .
The enhancement of performance is relying on separating the

total operation time of the nonpipeline into smaller pieces in the
pipeline schematic. In some cases we can find that the smallest
separations of the pipeline are just simple logics, such as AND,
OR, XOR, MUX, etc. For pipelines with simple logic functions,
the operation time of a SC approximates or even exceeds that
of a CC. Accordingly, the timing overhead of a SC occupies a
significant part of the clock period and dominates the speed-up.
A MUX can implement AND, OR, and XOR logic functions

by connecting the inputs IN0 and IN1, and selecting signal S to
specified logics, as shown in Table I. Being a combination of
a MUX and a latch, a MUX-Latch can accomplish the simple
logic functions and store the data by a single gate.
Fig. 4 shows the proposed pipeline using MUX-Latches.

is the clock-to-output delay of a MUX-Latch. Compared
to the conventional pipeline with latches, no time borrowing
is allowed. All propagations should be finished in a half clock
period, and the MUX-Latch switches to the holding operation
in the succeeding half clock period. The is smaller
than or equals to a half clock period. Because of the accurate
holding period, cascading multiple MUX-Latches with stag-
gered phases guarantees that each stages operates when the
previous stage output is held and stable.
In the proposed pipeline, the simple logics and the holding

function are implemented with MUX-Latches. To compare the
same function of a MUX-Latch in the conventional pipeline, a
MUX and a latch are used as the CC and the SC, respectively.
The operation time of a proposed pipeline MUX-Latch stage
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Fig. 5. The clock-edge-triggered sampling function of cascaded MUX-
Latches.

is . The operation time of a conventional MUX plus a
latch is in contrast. Accordingly, the speed-up
ratio of the operation time of the proposed MUX-Latch to the
conventional pipeline is

(1)

Fig. 5 shows the clock-edge-triggered sampling function of
the cascaded MUX-Latches. A MUX-Latch is transparent from
the input to the output for half operation period, and is blocked
for the other half period. The slash-covered periods in the figure
indicate that the datum is hold by the first MUX-Latch and
the node is opaque to the input. Similarly, the shaded periods
in the figures indicate that the datum is hold by the second
MUX-Latch. In this paper, the clock-edge-triggered sampling
function is defined as that the output (NODE 2) is opaque to the
input, except the data level switching on the clock-edge. The
cascaded MUX-Latches in a serializer, as shown in Fig. 5, are
controlled by signals of different frequency at each stage. Be-
cause the sampling period of the second MUX-Latch overlaps
the opaque period of the first MUX-Latch, NODE 2 is opaque to
the input. As a result, the cascaded MUX-Latches perform the
clock-edge-triggered sampling function.

IV. SERIALIZER CIRCUIT DESIGN

A. CML MUX-FF

Fig. 6 shows three types of topologies for a 4-to-1 mul-
tiplexer. In the conventional topology, a 2-to-1 CML multi-
plexing unit is composed of a latch and a MUX. The latch
before a MUX is used to provide a half cycle delay. As a
result, the MUX can sample the original datum and the delayed
datum at the proper phase with high level and low level of the
selecting signal, respectively. The FF between every two stages
of 2-to-1 CML multiplexing units is used to provide synchro-
nization between top and bottom output of the multiplexers.
Because of the clock-edge-triggered sampling function of the
FFs, the variance and uncertainty of combinational circuits can
be reduced, and then the data are aligned.

Fig. 6. 4-to-1 multiplexer: (a) conventional topology, (b) MUX-Latch with
Latch topology, and (c) the proposed MUX-FF topology.

A MUX-Latch can replace a MUX and a latch from the suc-
ceeding FF, as shown in Fig. 6(b). Because the MUX-Latch in-
cludes a latching function and is a sequential circuit, the opera-
tions of multiplexing and latching can be aligned perfectly. The
latch after a MUX-Latch can be reduced as shown in Fig. 6(c).
We call this topology as a MUX-FF which implements a 4-to-1
multiplexing unit using only MUX-Latches and latches. In the
MUX-FF, three MUX-Latches are used, and six latches can be
removed compared with the conventional CML 4-to-1 multi-
plexer. As a result, the number of total gate-count can be obvi-
ously decreased.
Fig. 7 shows the complete schematic of a MUX-FF and

the signal timing diagram. There are three clock signals CLK,
CLKH, and CLKHH and four control signals P0, P1, P0H,
and P1H. The frequency of CLK is two and four times of that
of CLKH and CLKHH. The frequency of P0 and P1 is half
of that of CLK and P0/P1 are 25% duty cycle pulse signals.
The frequency of PH0 and PH1 is half of that of CLKH and
PH0/PH1 are 25% duty cycle pulse signals. In the first input
stage, the CLKHH in the latches is used to pre-sample the
data of INPUT 2 and INPUT 3 and hold for half period. The
data INPUT 2 and INPUT 3 from NODE 1 and NODE 2 is
held for half-period in terms of CLKH. Similarly, the CLKH is
providing phase delay of half period to NODE 4. The shaded
blocks in the timing diagram are the holding periods of the
data. For the MUX-Latches, the propagations are controlled by
P0H/P1H and P0/P1, and the holding periods are controlled by
CLKH and CLK. Except P0H, propagations are designed to
overlap the holding periods of previous stage. The output data
rate is the same as the clock rate of CLK.

B. Clock Pulse Generator

For the noncomplementary selecting of current in the
MUX-Latch, a set of clock pulse signals with 25% duty cycle
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Fig. 7. (a) Schematic of a MUX-FF. (b) Signal timing diagram.

is needed. The circuits of clock pulse generators (CPGs) are
the extra overheads when adopting the proposed topology.
The schematic and waveforms in Fig. 8 are the CPG and its
input and output signals. Like the differential signals, the pulse
signals are in 180 phase difference to each other. P0 is equal
to , and P1 is equal to . To
implement the pulse signals, the MUX gates are used as AND
logics. For a MUX, signals from IN0 or IN1 propagate to the
output faster than the selecting signal S. The critical switching
signal of the AND operation is CLK. Therefore, IN0 and IN1
are connected to CLK and logic-0, and the selecting input S is
connected to CLKH, respectively.
The waveform of CLKH in Fig. 8(b) shows the ideal case (the

solid line) and the real case (dotted line) of the timing of CLKH.
The clock divider is a flip-flop with inverted feedback, and the
falling edge of the clock triggers the divider. As a result, the
delay of a divider covers only the CLK-level-0, and keeps the
complete overlap of the CLK-level-1 and the CLKH-level-0 or
1 period.

Fig. 8. (a) Schematic and (b) the input and output waveforms of the clock pulse
generator.

C. Serializer Topology With MUX-FFs

Figs. 9 and 10 shows the topology schemes of the conven-
tional 8-to-1 serializer and the proposed 8-to-1 serializer with
MUX-FFs. A proposed 8-to-1 serializer is constructed by two
MUX-FFs and 2-to-1 multiplexing unit as the output stage.
The 2-to-1 multiplexing unit is the same to the conventional
topology, which is combined of a Latch and a MUX. Two clock
dividers are needed to produce CLKHH and CLKH from CLK.
The CPGs are extra circuits compared to the conventional
topology. Two CPGs are used to provide the full-speed and
half-speed pulse signals, P0/P1 and P0H/P1H.
The parasitic effect from the last stage MUX to the output

load in Fig. 9 is the speed critical part of a half-rate-to-clock
serializing. A common way to solve this problem is to add an FF
after the last stage MUX. The FF is operated under full data rate
clock. For the proposed approach, a MUX-latch can be added
instead. Under this case, a MUX-FF can reduce the parasitic
effects to the output load at the cost of operating theMUX-Latch
at full data rate.
The serializer topologies focused in this work are the half-

rate-to-clock approach as shown in Figs. 9 and 10. A MUX-
Latch has a level-sampling function. By adopting a MUX-FF,
the data sampling can be clock-edge-triggered. Nevertheless,
the data period of a MUX-FF is full-rate to clock period. Adding
a 2-to-1 multiplexing unit at the outputs of the MUX-FFs, the
data rate of the proposed 8-to-1 serializer is doubled by using
the same clock signals in the 4-to-1 MUX-FF. As a result, se-
rializers with input number over eight are recommended to use
the proposed topology.
Compared to a conventional 8-to-1 serializer, a proposed

8-to-1 serializer with MUX-FFs uses the same clock dividers,
saves 14 pipelining flip-flops, and adds four extra MUXs for
pulse signals. The gate count estimations of -to-1 serializers
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Fig. 9. Schematic of a conventional 8-to-1 serializer.

for both conventional and proposed topologies are expressed
as Table II.
The estimations include the circuit overheads of clock di-

viders and the pulse generators. A -to-1 serializer is con-
structed by 2-to-1 components, placed into levels,
so clock dividers are needed. In each level, the number
of component is reduced by half and the data speed is dou-
bled compared to the previous level. In a conventional serial-
izer, five latches and one MUX compose a 2-to-1 component.
Nevertheless, only a latch and a MUX-Latch can perform the
same function in the proposed topology. The gate count of the
serializer core in the proposed schematic is about 33% to a con-
ventional one. Fig. 11 shows the gate count verses the number
of inputs. The gate-count numbers of a conventional 8-to-1 seri-
alizer and a proposed 8-to-1 serializer with MUX-FFs including
clock signal circuits are 46 and 22, respectively.
The area, power, and data rate of our proposed 8-to-1 seri-

alizer are compared with those of the conventional serializer.
First, the area of a MUX-Latch is larger than the area of a MUX
or a latch. Under the assumption that the MUXs, latches, and
MUX-Latches are designed with the same driving strength in
this paper, the area ratio of these circuits is similar to the ratio
of number of components.

(2)

If we multiply the factors to the gate count estimations, we can
get the area estimations of the conventional topology and the
proposed topology for the 8-to-1 serializer shown in Figs. 9 and

10. The area estimation ratio of the proposed topology to the
conventional topology is 50 : 92, which means 46% area are
saved.
Second, the power estimation ratio is similar to the gate count

estimation ratio because the MUX-Latches are designed with
the same driving current. The presimulation results show that
the power consumption including the serializer, the clock signal
circuits, and the buffers of our design saves 35.3% compared
with the conventional 8-to-1 serializer with the same driving
strengths. Third, since all the components in the conventional
and proposed serializer are designed with the same driving
strength so their data rate and BER performance are similar.

D. Serializer Delay Analysis

The parasitic capacitance at the output node of a MUX-Latch
is larger than that of a latch or a MUX. Both a MUX and a
Latch are two-component circuits, in which a component is a
input pair or a storage loop. Each of the NMOSs in the compo-
nents connected to the output node increases the parasitic capac-
itance . Assume the parasitic capacitance of a NMOS is
, the unit fan-out capacitance is , and the output resistance

is , the RC delay approximations of and are

(3)

where is the normalized fanout-number. More accurately, the
RC delay approximation is the delay from input data switching
to output switching. In fact, the clock-to-output delay is longer
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Fig. 10. Schematic of a proposed 8-to-1 serializer with MUX-FFs.

TABLE II
-TO-1 SERIALIZER GATE-COUNT ESTIMATIONS OF CONVENTIONAL

TOPOLOGY AND PROPOSED TOPOLOGY

Fig. 11. Estimation of serializer gate-count for scalability.

than data-to-output delay. Also, the storage loop in a latch has
larger because of the feedback. Both of these effects are ig-
nored in the delay approximation of and . Similarly,
the RC delay approximation of is

(4)

Fig. 12. Environment of the simulation of circuit delay.

because a MUX-Latch is a three-component circuit. The extra
parasitic of a MUX-Latch would cause long propagation delay
and slow down the operation speed. The delay approximations
include the extra capacitance (the fan-out capacitors ) of the
output node of the mux-latch and the NMOS parasitic capaci-
tance except the capacitance caused by the feedback loop. The
capacitance of the feedback loop is smaller than the NMOS
parasitic capacitance . In the feedback loop, these two ca-
pacitors are connected together in parallel so the capacitor
can be neglected.
Because operations at every stage are finished at a half clock

period, the minimum half clock period length should be consid-
ered as the longest operation time. There are two speed bottle-
necks in both the conventional and proposed topology. One of
them is the operation time of the last stage MUX at speed
depending on the delay , and the other is in the previous
stage of speed . The delay from the MUX of speed
to the succeeding latch is the longest in conventional topology.
Define as the clock-to-output delay of the cascadedMUX
and latch, and the RC delay approximation of is

(5)
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Fig. 13. (a) Theoretical delay and (b) simulated delay of the speed bottleneck of proposed serializer topology compared with MUX, latch, and the chain of MUX
and latch.

For a MUX-FF, the longest propagation time is from P0/P1
rising to output data switching, . The simulation envi-
ronment is shown in Fig. 12. The test elements could be a latch,
a MUX, a MUX followed by a latch, or a MUX-Latch. The
output of a test element is loaded with fanout capacitances

. The input is driven by an ideal signal source followed by
a CML buffer. Fig. 13 shows the theoretical delay and the sim-
ulated delay of these test elements and their delays relations are
shown below.

(6)

The simulations in Fig. 13(b) include the complete RC model
of each transistors, so impacts of the feedback capacitance are
added in the results. Fig. 13(a) shows the theoretical results
based on the delay estimations in (3)–(5). The simulation re-
sults are similar to the results of the theoretical approximations.
The delay of the proposed MUX-Latch is about 72% of that of
the chain of MUX and latch in the simulations versus 68% in
the estimations. In Fig. 13(a), the delay of the latch is as-
sumed to be the same to the MUX delay .
The simulation result shows that the MUX-latch solves the

bottleneck of the stage of speed because is less
than . The delay of the proposed MUX-Latch is
about 72% of that of the chain ofMUX and latch . Using
a 2-to-1 MUX at the last stage of the proposed serializer with
MUX-FFs, the operation speed remains the same as the con-
ventional one. And the gate-count estimations in Fig. 11 show
that using the MUX-FFs saves over 52% of the gate-count. As a
result, adopting the proposed topology with MUX-FFs reduces
the gate-count significantly without slowing down the operation
speed.

V. EXPERIMENT RESULTS

To verify the functions of both 4-to-1 MUX-FF and proposed
8-to-1 serializer with MUX-FFs, two chips are implemented.
Chip-1 contains a 4-to-1 MUX-FF, two clock dividers, and two
CPGs. Fig. 14 shows the chip photograph of Chip-1. The size
of Chip-1 is including pads. The MUX-FF
and the circuits for clock signals occupy 0.1 and 0.105

, respectively. The total power consumption of Chip-1 is
170 mW including the output buffer. The 4-to-1 MUX-FF can
operate up to 6 Gbits/s, with a 6 GHz clock and four 1.5 Gbits/s
PRBS data inputs. The measured eye-diagram of Chip-1 at 6
Gbit/s is shown in Fig. 15, monitored by the oscilloscope Agi-
lent DSO80404B. Because the propagation path of the serializer
is unbalanced, the jitter would be determined by the propaga-
tion path and has two values. The measured peak-to-peak jitter

Fig. 14. Chip photograph of Chip-1 (4-to-1 MUX-FF).

is 10 ps/14 ps. The bit-error-rate (BER) test is performed with
the four input data:

which are produced by the multichannel signal generator Agi-
lent E8403A. The tested sequence is provided to the tested input,
and the error detector Anritsu MP1764C reads out the tested se-
quence from the serialized output data (…A, B, C, D, A…). In
the BER test, Chip-1 is error-free (with ) for all
four inputs with operation speed 6 Gbits/s.
Chip-2 contains the whole scheme in Fig. 10, which is com-

posed of a proposed 8-to-1 serializer with MUX-FFs, and the
clock signal circuits are the same as Chip-1. Fig. 16 shows
the chip photograph of Chip-2. The size of Chip-2 is

including pads. The areas for the serializer core and
clock signal circuits are 0.12 and 0.06 , respectively.
The area overhead of the clock signal circuits is smaller than that
in Chip-1 because the layout in Chip-2 is designed to be more
compact than Chip-1. The power consumption of Chip-2 is 308
mW including the output buffer. Fig. 17 shows the eye-diagrams
at 10 Gbits/s and 12 Gbits/s, monitored by the oscilloscope Ag-
ilent DCA-J 86110C. Chip-2 can operate up to 12 Gbits/s, with
a 6 GHz clock input and eight 1.5 Gbits/s PRBS data inputs.
Similarly to Chip-1, Chip-2 is error-free (with )
in the BER test for all eight PRBS inputs at both 10 Gbits/s and
12 Gbits/s. The BERs of our designs are both below that
meets the serial link transmission requirement.
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Fig. 15. Measured eye-diagram of Chip-1 (4-to-1 MUX-FF) at 6 Gbits/s.

Fig. 16. Chip photograph of Chip-2 (proposed 8-to-1 serializer with MUX-
FFs).

In Fig. 17(b), it shows a voltage shift of the logic-0 in the eye
diagram. The eye distortion is due to the asymmetric charging
and discharging paths at the output. For the 4-to-1 MUX-FF
in Fig. 14 and the 8-to-1 serializer in Fig. 16, the CML output
buffers are added after the CML-Latch and the 2-to-1 MUX in
the last stage to enlarge the output current. The charging is from
the voltage source through the resistor, and the discharging is
through the NMOSs to the ground. The impedance of the dis-
charging path is larger than that of the charging path in our de-
sign. The unbalanced of charging and discharging paths of the
CML buffers would cause the asymmetry of rising and falling
delay. During the rapid switching, the large parasitic impedance
in the discharging path makes the voltage not reaching the level
of logic-0. On top of Fig. 17(b) is the postsimulation of the
output waveform for the 8-to-1 MUX at 12 Gbits/s. That shows
a long discharging time so the output voltage does not reach
the level of logic-0. This phenomenon becomes more observed
in the measured eye diagram due to intersymbol interference
caused by transmission impairment. We mount our 8-to-1 MUX
chip on an evaluation board. The inputs and outputs of the 8-to-1
MUX are brought out to cables with SMA connectors. The mea-
sured eye diagram at the bottom of Fig. 17(b) shows the com-
bined loss of chip module, evaluation board, and trace lines and
intersymbol interference effect.
The performance summary of Chip-1 and Chip-2 and com-

parisons with other implementations are shown in Table III.
Chip-1 and Chip-2 are fabricated in a TSMC 90 nm 9-metal
CMOS process. The chips are measured on PCBs with gold

Fig. 17. Chip-2 (proposed 8-to-1 serializer with MUX-FFs). (a) Measured eye-
diagrams of at 10 Gbits/s and (b) postsimulated and measured eye-diagrams at
12 Gbits/s.

wire bonding. Compared with the 4-to-1MUX of the same tech-
nology, the area saving of our design is about 36% of that in [6].
In the 8-to-1 MUX design [13], only the last stage MUX adopts
the CML architecture and the other MUXes use the CMOS
structure. Therefore, their area and power are smaller.
Apart from the conventional topology, five more serializer

implementations are compared with the Chip-1 and Chip-2. The
tree-topology based multiplexer [2] employs a multiphase low-
frequency clock. Since multiphase low frequency clock is used
in [2], the power consumption is lower than other approaches.
Assume a factor of three of area reduction for scaling down the
8-to-1MUX design in [2] from 180 nm to 90 nm, the area saving
is around 44%. J. Y. Song et al. [17] propose an 8-to-1 multi-
plexer by using pseudo-nMOS configuration with one-stacked
switches and reducing the short-circuit current of the gate driver
in the multiplexer. Since pseudo-nMOS architecture is used,
their area is the smallest. On chip inductive peaking is adopted
in [18] to implement a 32-to-1 transmitter with more than 400
on-chip inductors and transformers in order to achieve the band-
width required for the 38.4 Gbits/s operation demonstrated in a
130 nm CMOS process. When a 32-to-1 transmitter are imple-
mented by one our 8-to-1 and eight our 4-to-1 multiplexer, the
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TABLE III
PERFORMANCE SUMMARY AND COMPARISONS

serializer core is 0.92 that are significantly smaller than
the area in [18]. A multidata rate 16-to-1 CMOS transmitter
is implemented in a 65 nm CMOS technology [19], [20]. The
transmitter chip provides reasonable jitter performance with a
40 GHz full-rate clock architecture that alleviates pattern-de-
pendent jitter and eliminates duty cycle dependence. Nikola Ne-
dovic et al. present a 40 Gbits/s SerDes using standard CMOS
with less inductance to reduce the power [21]. Using minimal of
inductors and operating at half-rate or quarter-rate helps to re-
duce the design effort and power consumption. When a 16-to-1
transmitter are implemented by five our 4-to-1 multiplexer, the
serializer core is 0.5 that are significantly smaller than the
area in [19]–[21]. Our area is smaller than other CML based im-
plementations as marked in Table III.
As for the power consumption, the power efficiency per bit

of our chip-1 and chip-2 are smaller than others. The reason is
as follows. All the circuit components such as MUXs, latches,
and MUX-Latches implemented in this paper are designed to
have the same driving strength. The current of the current source
in the MUX-Latches and Latches are the same even they are
operated at different frequencies. In most of other works, the
sizing choices of the gates are designed according to the opera-
tion speed. The sizing of our design can be further optimized to
reduce the power and enhance the speed.
The jitter of our designs are higher than others. In conven-

tional design as shown in Fig. 9, the last stageMUX samples the
data from the last two latches. Those three circuits are controlled
by the same clock and inverse clock signals (CLK and CLKB).
In contrast, as shown in Fig. 10, the last stage MUX of the pro-
posed design samples data from a MUX-Latch and a latch. In
addition to the clock signals (CLK), the MUX-Latch are con-
trolled by signals P0/P1 that are produced by the clock (CLK).
There are delays between the P0/P1 and CLK. As Section IV-D
mentioned, the parasitic capacitance at the output node of a
MUX-Latch is larger than that of a latch. The voltage swing and
speed of data from the MUX-Latch output is relatively smaller
and slower than that of the latches. The unbalance of the input
channels in the last stage MUX results in the multivalue jitter,
and the larger one is caused by the input from the MUX-Latch.

VI. CONCLUSION

In this paper, a pipeline topology with MUX-FFs for seri-
alizers is proposed. The MUX-FF is composed of cascaded
latches and MUX-Latches. With the MUX-FFs, the gate-count

number of the serializer can be reduced by removing flip-flops
from the conventional pipeline. The gate count ratio of a
proposed 8-to-1 serializer with MUX-FFs to a conventional
8-to-1 serializer is 0.48. The proposed 4-to-1 MUX-FF and
8-to-1 serializer with MUX-FFs are implemented into two
chips in the TSMC 90 nm CMOS process, verified error-free at
6 Gbits/s and 12 Gbits/s, and with 170 mW and 308 mW power
consumptions, respectively.
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