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Xiaofei Xu, Xiang Chen, Member, IEEE, Ming Zhao, Member, IEEE, Shidong Zhou, Member, IEEE,
Chong-Yung Chi, Senior Member, IEEE, and Jing Wang, Member, IEEE

Abstract—Multiple-input–multiple-output (MIMO) full-duplex
relaying (FDR) has been considered an efficient technique to pro-
vide coverage to users where their direct links from the base sta-
tion (BS) are too weak for reliable signal reception. However, when
multiple MIMO full-duplex relays are deployed in a network, the
signal reception quality relies on the effective suppression of multi-
ple types of interference. In this paper, the distributed beamform-
ing is studied for the MIMO FDR network by formulating a power
minimization problem with a nonstrict convex objective function
(total transmit power of both the BS and all the relays in the
network) under individual user rate constraints. We come up with
two iterative distributed beamforming algorithms, Algorithm 1
for relays equipped with single receive antenna and Algorithm 2
with multiple receive antennas. The former can yield a global
optimal solution of the power minimization problem, whereas the
latter can yield only a local optimal solution due to conservative
successive convex approximations (SCAs) performed at each iter-
ation, and a rigorous analysis on the upper bounds of step sizes
is proposed to guarantee their convergence. The proposed two
algorithms only require local information exchange between relays
and hence are scalable for different network sizes and topologies.
An “early termination” strategy in the operation of the proposed
two algorithms is also presented to acquire an acceptable transmit
power solution with less computation time consumption and thus
suitable for realistic applications. Finally, some simulation results

Manuscript received August 31, 2015; revised December 26, 2015,
February 14, 2016, and March 15, 2016; accepted March 18, 2016. Date of
publication April 8, 2016; date of current version February 10, 2017. This
work was supported in part by the National Basic Research Program of
China (973 Program) under Grant 2012CB316002; by the National Natural
Science Foundation of China under Grant 61501527 and Grant 61201192;
by the State High-Tech Development Plan of China (863 Program) under
Grant 2014AA01A707; by the National S&T Major Project under Grant
2014ZX03003003-002; by Huawei Technologies; by the National Science
Council under Grant NSC-102-2221-E-007-019-MY3; by the China Elec-
tronics Technology Group Corporation No. 54 Institute; and by Shenzhen
Basic Research Foundation under Grant JCYJ20150630153033410. This paper
has been presented in part at the IEEE Global Communications Conference,
San Diego, CA, USA, December 2015, and at the IEEE Military Communica-
tions Conference, Tampa, FL, USA, October 2015. The review of this paper
was coordinated by Dr. S. Sun.

X. Xu, M. Zhao, S. Zhou, and J. Wang are with the Wireless and Mobile
Communication Technology R&D Center, Research Institute of Information
Technology, Tsinghua University, Beijing 100084, China (e-mail: xu-xf10@
mails.tsinghua.edu.cn).

X. Chen is with the School of Electronics and Information Technology,
Sun Yat-sen University, Guangzhou 510006, China, and also with the Key
Laboratory of Electronic Design Automation (EDA), Research Institute of
Tsinghua University in Shenzhen (RITS), Shenzhen 518075, China (e-mail:
chenxiang@mail.sysu.edu.cn).

C.-Y. Chi is with the Institute of Communications Engineering and the
Department of Electrical Engineering, National Tsinghua University, Hsinchu
30013, Taiwan (e-mail: cychi@ee.nthu.edu.tw).

Color versions of one or more of the figures in this paper are available online
at http://ieeexplore.ieee.org.

Digital Object Identifier 10.1109/TVT.2016.2551376

are provided to demonstrate that the proposed two algorithms per-
form well and significantly better than the existing state-of-the-art
scheme reported in the work of Lee and Shin.

Index Terms—Distributed beamforming, full-duplex relays, in-
terference suppression, multiple-input multiple-output (MIMO),
power efficiency.

I. INTRODUCTION

R ELAYING is a power-efficient technique to guarantee
uniform coverage in cellular systems for areas where the

direct link from the base station (BS) is weak, e.g., cell edge and
deep shadow fading areas [1], [2]. With no need of any wired
backhaul from the BS, this cost-effective technique has been
incorporated into several wireless communication standards,
including Third-Generation Partnership Project Long Term
Evolution Advanced and IEEE 802.16, and is expected to be
deployed extensively in the upcoming fifth-generation systems
[3], [4] and infrastructure-based vehicular networks [5]. To
avoid self-interference (SI) from its own transmitter, traditional
relay works in half-duplex mode, resulting in up to 50% spectral
efficiency loss, which severely limits its realistic applications.
In recent years, due to the advances of SI cancelation techniques
[6], full-duplex relaying (FDR), which can recover the spectral
efficiency loss of half-duplex relaying, has attracted extensive
research interests.

For a single FDR node, its performance is highly determined
by the capability of SI cancelation. Existing SI cancelation
techniques can be roughly grouped into either time-domain or
spatial-domain techniques. Time-domain techniques are per-
formed in digital/analog hardware by subtracting the known
SI from the received signal [7], [8], whereas residual SI (RSI)
still remains after cancelation due to hardware imperfections.
On the other research track, multiple-input–multiple-output
(MIMO) FDR is proposed to suppress SI by exploiting different
spatial-domain techniques at the relay. Antenna placement and
cross-polarization are investigated in [9] and [10], respectively.
A variety of beamforming-based techniques are proposed in
[11]–[14]. By proper design of the relay’s transmit and/or
receive antenna beam patterns, the intended signal is protected
from the overwhelming SI in orthogonal signal subspaces. It
is worth noting that with the help of massive arrays, such
orthogonality can be achieved with simple beamforming de-
signs [15], despite that the limited size of a cellular relay node
might remain a problem. Recently, the two parallel research
tracks have started to merge as in [16] and [17], where spatial-
domain and time-domain SI cancelation are jointly considered
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in the system design. This design makes better use of the
spatial dimensions by allowing a low level of SI received at
the relay antennas and further mitigated by subsequent time-
domain SI cancelation modules, such that the beamformers
can be optimized more flexibly to yield a better end-to-end
performance.

With all the development in recent years, state-of-the-art
MIMO FDR becomes one of the best options to guarantee
uniform coverage in cellular systems that is hard to achieve with
wired backhaul. In a realistic cellular system, multiple out-of-
coverage areas may exist in each cell due to heavy path loss
and/or complicated propagation environment; hence, multiple
relays need to be deployed in these areas to guarantee coverage
for the randomly distributed users. Typically, the BS commu-
nicates with its relays using the point-to-multipoint mode, and
each relay serves its attached users, respectively [2], [18], [19],
which constitutes a multirelay multiuser network. Due to the
broadcast nature of wireless channel, interference management
has been a critical issue to improve performance in cellular
networks. When multiple FDRs are deployed in the network,
the interference management is further complicated by new
interference. In addition to SI at each FDR, both interrelay
interference (IRI) and multiuser interference (MUI) should be
considered [20], [21]. IRI occurs because the transmission of
an FDR will interfere with the reception of nearby FDRs.
This interference cannot be mitigated in the same fashion as
time-domain SI cancelation since the transmitted signal of
each FDR is only known to itself. Among existing research
articles on FDR-aided cellular networks, [19] studies resource
allocation in an MIMO-FDR-aided OFDMA system, where
different end-to-end links are isolated via orthogonal frequency
allocation. This scheme avoids IRI and MUI, but the gains from
frequency reuse among geographically distributed relays are
lost. In [22]–[24], different MIMO beamforming schemes are
proposed to suppress SI and MUI in single-FDR systems. When
these schemes are extended to practical multi-FDR multiuser
networks, severe performance loss may occur because IRI is
not considered. To the authors’ knowledge, an efficient scheme
for the suppression of IRI, SI, and MUI in the practical multi-
FDR multiuser networks is still absent in the literature, thereby
motivating the study of this paper.

On the other hand, most existing works on MIMO FDR
networks provide centralized solutions for different design
goals in the presence of SI and MUI. Designed for single-
relay systems, these centralized solutions are less viable in
realistic relay-aided cellular systems, where multiple relays are
deployed at different locations in a cell. For such systems, the
development of centralized algorithms requires a central node
to aggregate all channel state information (CSI) and then find
an optimal optimization, naturally not only incurring heavy
signaling overhead but also the network scalability limitations.
Therefore, a distributed algorithm is particularly favorable.

In this paper, the distributed beamforming design for decode-
and-forward MIMO FDR networks with the presence of IRI,
SI, and MUI is studied, with some benefits from existing
time-domain SI cancelation. When the relays are deployed for
coverage enhancement, the rate demand of each user should
be maintained. Furthermore, the total transmit power at the BS

and relays is a proper metric of the overall system performance
[25], [26] since reduced transmit power means not only reduced
operational cost but also lower intercell interference. Therefore,
an optimization problem for minimizing the transmit power
at both the relays and the BS is formulated under individual
user-rate constraints. Inspired by [27] and [28], a single-layer
iterative proximal decomposition (SLIPD) method is proposed
for solving nonstrict convex optimization problems by which
two distributed beamforming algorithms are developed. These
two algorithms, which are designed for maximum transmission
power saving using the spatial dimensions of MIMO FDR, only
require local information exchange among the relays and hence
are robust to different network sizes and topologies. The main
contributions of this paper are summarized as follows.

• Spatial interference suppression is investigated for MIMO
FDR networks, where all the major types of interfer-
ence, i.e., IRI, SI, and MUI, are efficiently suppressed
via distributed beamforming. With the aim to improve
overall system performance, an optimization problem for
minimizing the total transmit power is formulated, and
two iterative distributed beamforming algorithms are de-
veloped via the judicious use of spatial degrees of freedom
of MIMO FDR.

• A SLIPD method is proposed to design the first dis-
tributed algorithm (Algorithm 1) for the case that each
relay is equipped with single receive antenna. Algorithm 1
can yield a global optimal solution to the preceding
power minimization problem. Then, the SLIPD method
combined with successive convex approximations (SCAs)
is further applied to the design of the second distributed
algorithm (Algorithm 2) for the case of multiple receive
antennas at each relay, which can yield at least a local
optimal solution of the power minimization problem.

• A rigorous convergence analysis is conducted for the
SLIPD method, providing an upper bound for the step
sizes with which the convergence of the proposed two
algorithms can be guaranteed, together with an early
termination strategy for fast convergence and acceptable
solution accuracy for practical applications.

The remainder of this paper is organized as follows. In
Section II, the system model is presented and then the dis-
tributed beamforming problem is formulated. In Section III,
we first study the case with single receive antenna at each
relay and develop the SLIPD method from which Algorithm 1
is designed for solving this problem, followed by a rigorous
convergence analysis. In Section IV, the SLIPD method is ex-
tended to the more general case with multiple receive antennas
at each relay, and then in Algorithm 2, a dual-layer distributed
algorithm is presented with the aid of SCAs. Simulation results
are presented to support the efficacy of the proposed two
algorithms in Section V. Finally, some conclusions are provided
in Section VI.

Notation: Matrices and vectors are represented with up-
percase and lowercase bold letters, respectively. (·)C , (·)T ,
and (·)H denote conjugate, transpose, and conjugate trans-
pose, respectively. | · | denotes the determinant of a matrix, the
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Fig. 1. MIMO-FDR-aided cellular network with IRI, SI, and MUI.

2-norm of a vector, or the absolute value of a complex or
real number for notational simplicity. ‖ · ‖F and Tr(·) denote
the Frobenius norm and the trace of a matrix, respectively.
vec(·) denotes a column vector by stacking the columns of a
matrix. I and O denote an identity matrix and a zero matrix of
proper dimension, respectively. E{·} denotes the mathematical
expectation of a random variable. Re{·} denotes the real part of
a complex number. CM×N denotes the set of M ×N complex
matrices. CN (0, σ2

nI) denotes the circularly symmetric and
zero-mean complex normal distribution with correlation matrix
σ2
nI. The generalized inequalities X � 0 and X � 0 denote

that the matrixX is positive semi-definite, and positive definite,
respectively.

II. SYSTEM MODEL AND PROBLEM FORMULATION

We study a relay-aided downlink cellular network with one
NB-antenna BS, L MIMO FDRs, and L single-antenna users,
as shown in Fig. 1. Each FDR is equipped with Nt transmit
antennas and Nr receive antennas, and performs decode-and-
forward transmission to avoid noise/interference amplification.
IRI is considered between any two relays. Similar to [18] and
[19], we assume that the direct links between the BS and
the users are ignored due to severe path loss and blockage.
Typically, the users are dispersed geographically in a cell and
associated with different relays. While more than one user may
exist in each relay’s coverage, we consider a simplified model
in which each relay selects only one user to serve1: the data
intended for user i is first received and decoded by relay i on
feeder link i, and then reencoded and forwarded to user i on
access link i. To account for the case that users can possibly
be located at the coverage overlap of adjacent relays, MUI is
considered for each user from relays other than its serving relay.
This model can be prospectively extended to the more general
scenario with multiple users served by each relay in a multicell
network, which is left for future work.

1Our model can be extended to the scenario for a relay to serve multiple
users, and scheduling is also necessary to improve the system performance.
Selecting a “good” user for each relay, e.g., a user with strong access link, is a
simple yet efficient scheme.

On each feeder link, multistream beamforming2 is applied at
BS. Assuming linear beamformers, the received signal at relay
i is given by

yR,i = HBR,iUB,ixB,i︸ ︷︷ ︸
desired signal

+

L∑
l=1,l �=i

HBR,iUB,lxB,l

︸ ︷︷ ︸
interference across feeder links

+HRR,i,iuR,ixR,i︸ ︷︷ ︸
self−interference

+
L∑

l=1,l �=i

HRR,i,luR,lxR,l

︸ ︷︷ ︸
interrelay interference

+nR,i

(1)

where xB,i ∈ CMi×1 and UB,i ∈ CNB×Mi are the transmitted
symbol vector and the beamforming matrix at the BS for relay
i, respectively; Mi is the number of streams transmitted on
feeder link i; HBR,i ∈ CNr×NB represents the channel matrix
of the ith feeder link; xR,i ∈ C and uR,i ∈ CNt×1 are the
transmitted symbol and the beamforming vector of the ith relay,
respectively; and HRR,i,l ∈ CNr×Nt represents the SI channel
matrix of the ith relay for i = l and the IRI channel matrix from
relay l to relay i for i �= l. Without loss of generality, assume
E{xB,ix

H
B,i} = I and E{|xR,i|2} = 1. nR,i ∼ CN (0, σ2

nI)
is zero-mean additive white Gaussian noise (AWGN), where
σ2
n is the noise power at any receive antenna.
In our proposal, block diagonalization (BD) [29] is adopted at

the BS for transmission to different relays.3 Assuming that the
BS has a sufficient number of antennas, the beamformer UB,i

can be decomposed as UB,i = UBD
B,i ŪB,i, where UBD

B,i ∈
CNB×N̄B,i and ŪB,i ∈ CN̄B,i×Mi , with Mi ≤ N̄B,i ≤ NB ,

satisfy HBR,lU
BD
B,i = O for i �= l and (UBD

B,i )
H
UBD

B,i = I. In
our design, only the low-dimension beamformer ŪB,i needs to
be optimized at the relay nodes and fed back to the BS in the
end of the design. The matrix UBD

B,i only needs to be computed
once and used in all transmissions since the channels on feeder
links can be viewed as time invariant due to fixed antenna
locations. For simplicity, we assume that N̄B,i = N̄B for all
i is the number of effective antennas at the BS for feeder link i.
With BD at the BS, the interference across different feeder links
are completely eliminated, and the transmit power at the BS
for the ith feeder link is given by E{UB,ixB,i|2} = Tr(QB,i),

where QB,i = ŪB,iŪ
H
B,i. Then, (1) can be rewritten as

yR,i = H̄BR,iŪB,ixB,i +HRR,i,iuR,ixR,i

+

L∑
l=1,l �=i

HRR,i,luR,lxR,l + nR,i (2)

where H̄BR,i = HBR,iU
BD
B,i is the effective channel matrix of

the ith feeder link.

2Also known as “precoding” in some of the literature. For simplicity,
we use the term “beamforming” regardless of single-stream or multistream
transmission in this paper.

3The performance loss of BD is limited compared with the optimal dirty
paper coding scheme [30], but the complexity and overhead are much lower for
the former.
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Upon reception at relay i, certain SI cancelation processing
(see [6] for different SI cancelation techniques) is performed
to remove the SI part in the received signal. Note that the IRI
[the last underbrace term in (1)] cannot be treated as SI since
xR,l ∀ l �= i is not known to relay i. Due to hardware imper-
fections [16], SI cannot be completely eliminated, and the RSI,
which is denoted by zRSI, is modeled as AWGN with zRSI ∼
CN (0, γHRR,i,iQR,iH

H
RR,i,i), where QR,i = uR,iu

H
R,i, and

the hardware-dependent parameter γ characterizes the power
level of RSI with 0 < γ < 1. This RSI model with proper value
of γ has been considered a reasonable approximation of the
models in [16] and [17]. Assuming that each relay can acquire
accurate CSI on all links from/to itself (including SI and IRI
channels), the data rate in terms of nats/s/Hz on the ith feeder
link is known as

rBR,i = ln

∣∣∣I + H̃BR,iQB,iH̃
H

BR,i +ZR,i

∣∣∣
|I +ZR,i|

(3)

where

ZR,i =

L∑
l=1

H̃RR,i,lQR,lH̃
H

RR,i,l (4)

is the covariance of SI and IRI received at relay i

H̃RR,i,l=

{
σ−1
n HRR,i,l, if l �= i (Channel matrix of IRI)
√
γσ−1

n HRR,i,i, if l = i (Channel matrix of SI)

and H̃BR,i = σ−1
n HBR,i for all i are the equivalent channel

gains normalized by the standard deviation of noise.
On the access link, the received signal by user i is

yU,i = hRU,i,iuR,ixR,i︸ ︷︷ ︸
desired signal

+

L∑
l=1,l �=i

hRU,i,luR,lxR,l

︸ ︷︷ ︸
multiuser interference

+nU,i (5)

where hRU,i,j ∈ C1×Nt represents the MUI channel vector
between relay j and user i for j �= i, and the ith access channel
vector between relay i and user i for j = i, respectively. nU,i

is AWGN with nU,i ∼ CN (0, σ2
n). Assume that the channel

between each relay–user pair is time invariant within a block
of end-to-end transmissions [16]. The achievable rate on access
link i is given by

rRU,i = ln

(
1 +

h̃RU,i,iQR,ih̃
H

RU,i,i

1 + zU,i

)
(6)

where

zU,i =

L∑
l=1,l �=i

h̃RU,i,lQR,lh̃
H

RU,i,l (7)

is the power of the MUI received at user i, and h̃RU,i,l =
σ−1
n hRU,i,l is the equivalent channel vector between relay l and

user i normalized by the noise standard deviation.
The total transmit power of the system is given by∑L
i=1(Tr(QB,i) + Tr(QR,i)). By substituting (4) and (7) into

(3) and (6), respectively, it can be seen that a proper joint de-
sign of the beamformers {uR,i, i = 1, . . . , L} and {ŪB,i, i =
1, . . . , L} will mitigate IRI, SI, and MUI simultaneously to
improve power efficiency of the system. Given individual rate
demands {ri, i = 1, . . . , L}, the joint optimization problem can
be formulated as

min
{QB,i,QR,i ∀i}

L∑
i=1

(
Tr(QB,i) + Tr(QR,i)

)
(8a)

s.t. rBR,i ≥ ri ∀ i (8b)

rRU,i ≥ ri ∀ i (8c)

QB,i � 0,QR,i � 0 ∀ i (8d)

where (8b) and (8c) indicate that the data rates on feeder link
i and access link i should be no less than user i’s demand,
so that uninterrupted end-to-end transmission can be main-
tained; in (8d), semi-definite relaxation [31] has been applied
to {QB,i,QR,i ∀ i}. Hence, as the optimal {QB,i,QR,i ∀ i}
is obtained, the associated beamformers ŪB,i and uR,i can
be obtained via either eigenvalue decomposition (EVD) or
Gaussian randomization.

To design a distributed algorithm for solving (8), two difficul-
ties should be tackled. First, it can be observed that the problem
(8) is nonconvex due to the nonconvex constraints in (8b) for
Nr > 1. Obtaining a globally optimal solution will involve
sophisticated optimization theory in addition to prohibitively
high complexity. Second, even with Nr = 1, direct application
of conventional duality-based method [32] may fail to converge
in the designed distributed algorithm, due to nonstrict convexity
of the objective function in (8a) (with nonunique solutions);
the iterates may oscillate between iterations, and even a local
optimum can hardly be achieved (see [27], [28] for details). In
Sections III and IV, we will first resolve the nonstrict convexity
issue for the Nr = 1 case and then extend our results to the case
of Nr > 1.

III. DISTRIBUTED ALGORITHM FOR Nr = 1

Here, a distributed algorithm based on a SLIPD method is
proposed to solve the nonstrictly convex problem (8) for Nr=1
and to pave the way for the Nr > 1 case.4

A. Algorithm Design: The SLIPD Method

For Nr = 1, the transmission on each feeder link reduces
to single-stream beamforming, with transmitted symbol xB,i

and beamformer uB,i ∈ C
NB×1 on feeder link i. We also use

the row vectors h̃BR,i and h̃RR,i,l, to replace H̃BR,i and

4The study for Nr = 1 is not only essential for the more complex Nr > 1
case but also is supported by realistic reasons. As indicated by [7] and [8], each
receive antenna of MIMO FDR entails an independent processing chain with
relatively high hardware complexity for SI cancelation; therefore, Nr = 1 is
the most cost-effective. Moreover, the computational complexity with Nr > 1
is much higher than that of Nr = 1, as can be seen later. Meanwhile, the ben-
efits of more receive antennas are limited by highly correlated receive antennas
(due to the size limitation of relay) and interference-limited environment [33].
All these reasons make Nr = 1 a favorable option in realistic systems.
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H̃RR,i,l involved in (8), respectively. With the use of (4) and
(7) explicitly in problem (8), we obtain the following equivalent
problem:

min
{QB,i,QR,i,

zR,i,zU,i ∀i}

L∑
i=1

(
Tr(QB,i) + Tr(QR,i)

)
(9a)

s.t. ln

(
1 +

h̃BR,iQB,ih̃
H

BR,i

1 + zR,i

)
≥ ri ∀ i (9b)

L∑
i=1

h̃RR,l,iQR,ih̃
H

RR,l,i = zR,l ∀ l (9c)

ln

(
1 +

h̃RU,i,iQR,ih̃
H

RU,i,i

1 + zU,i

)
≥ ri ∀ i (9d)

L∑
i=1,i�=l

h̃RU,l,iQR,ih̃
H

RU,l,i = zU,l ∀ l (9e)

QB,i � 0,QR,i � 0 ∀ i. (9f)

Note that (9) is actually a convex problem since the noncon-
vex constraints (9b) and (9d) can be converted into convex
constraints, and surely one can design a centralized algorithm
by applying generic methods, e.g., an interior-point method.
Furthermore, in the reformulated problem (9), all the constraints
except (9c) and (9e) are uncoupled with respect to different i
and therefore can be evaluated locally on individual end-to-end
links. The coupling of variables belonging to different end-to-
end links only exists in a linear form as in (9c) and (9e), which
facilitates the design of a distributed algorithm to be presented
in the following.

According to standard proximal point method [34], quadratic
terms

∑L
i=1(ci/2)(‖QB,i −WB,i‖2F + ‖QR,i −WR,i‖2F +

|zR,i − vR,i|2 + |zU,i − vU,i|2) are first added to the objective
function in (9a) to recover strict convexity, where WB,i, WR,i,
vR,i, and vU,i are the auxiliary variables associated with the
original variables QB,i, QR,i, zR,i, and zU,i, respectively, and
ci/2 > 0 is the weight of those quadratic terms associated with
the ith end-to-end link. The resulting regularized problem is
given by

min

L∑
i=1

[
Tr(QB,i) + Tr(QR,i) +

ci
2

(
‖QB,i −WB,i‖2F

+ ‖QR,i −WR,i‖2F + |zR,i − vR,i|2 + |zU,i − vU,i|2
)]

(10a)

s.t.
L∑

i=1

h̃RR,l,iQR,ih̃
H

RR,l,i = zR,l ∀ l (10b)

L∑
i=1,i�=l

h̃RU,l,iQR,ih̃
H

RU,l,i = zU,l ∀ l (10c)

{QB,i,QR,i, zR,i, zU,i} ∈ Di ∀ i (10d)

where the minimization is performed with respect to
{QB,i,QR,i, zR,i, zU,i,WB,i,WR,i, vR,i, vU,i ∀ i}, and Di is
the convex constraint set for {QB,i,QR,i, zR,i, zU,i} defined
by the uncoupling constraints (9b), (9d), (9f) for each i.

It can be easily verified that the optimal solution of (10) is
also optimal to (9). As discussed in [34], an iterative dual-layer
distributed algorithm can be directly derived to solve (10) and
is outlined as Algorithm P.

Algorithm P Primitive Dual-Layer Algorithm for Nr = 1

Initialize the auxiliary variables arbitrarily and the dual vari-
ables to zero.
For outer iteration n,
Step 1. Fix the auxiliary variables in (10), and solve it with
respect to the original variables, using the subgradient method
[32]. The subgradient method, which is an iterative method by
itself, carries out the inner iterations of this algorithm.
Step 2. Update the auxiliary variables by assigning the values
of the corresponding original variables in Step 1 to them.
Stop until the total transmit power of (9) satisfies a predefined
convergence criterion.

In Step 1, the dual decomposition [32] is applied to deal with
the coupling constraints. The corresponding partial Lagrangian
of (10) subject to constraint (10d) is given by

L(QB,i,QR,i, zR,i, zU,i, ϕR,i, ϕU,i,WB,i,WR,i, vR,i, vU,i ∀ i)

�
L∑

i=1

Li(QB,i,QR,i, zR,i, zU,i, ϕR,i, ϕU,i,

WB,i,WR,i, vR,i, vU,i) (11)

where

Li(QB,i,QR,i, zR,i, zU,i, ϕR,i, ϕU,i,WB,i,WR,i, vR,i, vU,i)

= Tr(QB,i) + Tr(QR,i) +

L∑
l=1

ϕR,lh̃RR,l,iQR,ih̃
H

RR,l,i

− ϕR,izR,i +
L∑

l=1,l �=i

ϕU,lh̃RU,l,iQR,ih̃
H

RU,l,i − ϕU,izU,i

+
ci
2

(
‖QB,i −WB,i‖2F + ‖QR,i −WR,i‖2F

+ |zR,i − vR,i|2 + |zU,i − vU,i|2
)
. (12)

With the above decomposition, Step 1 solves (10) (with the
auxiliary variables fixed) by solving the following problem in
an iterative manner:

max
{ϕR,i,ϕU,i ∀ i}

{
min

{QB,i,QR,i,zR,i,zU,i}∈Di ∀ i
L(·)

}
(13)

where the arguments in the partial Lagrangian (11) are omitted
for simplicity. In each inner iteration, the inner minimization
of (13) (a convex problem) is solved first, and then the dual
variables ϕR,l and ϕU,l are updated by the subgradient method

(with the subgradient
∑L

i=1 h̃RR,l,iQR,ih̃
H

RR,l,i − zR,l for the

former and
∑L

i=1,i�=l h̃RU,l,iQR,ih̃
H

RU,l,i − zU,l for the latter).
The inner iterations repeat until the iterates for the original
variables converge. Each outer iteration ends up by assigning
the iterates for the original variables to the corresponding
iterates for the auxiliary variables.
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Remark 1: Algorithm P allows a distributed implementation.
In Step 1, the inner minimization in (13) can be performed
at respective relays [cf. (12)], and the following update of the
dual variables can be performed by exchanging {QR,i ∀ i}
with neighboring relays. Then, the updated dual variables are
broadcast to neighboring relays for the next inner iteration. In
Step 2, the auxiliary variables can be also updated at respective
relays.

Nevertheless, such a dual-layer iterative algorithm may not
be very suitable for online distributed implementation since a
great many inner iterations may be required for convergence of
the dual variables. In view of this, we propose a SLIPD method
to construct a single-layer distributed algorithm, for which the
auxiliary variables are updated without the need of convergence
of the dual variables (i.e., the number of the inner iterations is
set to one).

Before proceeding, we introduce some notations to facili-
tate description of our proposal. Let QB = [QB,1, . . . ,QB,L],
QR = [QR,1, . . . ,QR,L], zR = [zR,1, . . . , zR,L]

T , and zU =

[zU,1, . . . , zU,L]
T . Similarly, WB,WR,vR,vU can be defined

for the associated auxiliary variables. Let D = D1 × · · · × DL.
Define the vectors

q =

⎡
⎢⎢⎣
vec(QB)
vec(QR)
zR

zU

⎤
⎥⎥⎦ , w =

⎡
⎢⎢⎣
vec(WB)
vec(WR)
vR

vU

⎤
⎥⎥⎦

ϕ = [ϕR,1, . . . , ϕR,L, ϕU,1, . . . , ϕU,L]
T , and the function

f(q) =

{∑L
i=1

(
Tr(QB,i) + Tr(QR,i)

)
, if q ∈ D

+∞, otherwise
(14)

where we slightly abuse the use of the set D as the constraint
set for the elements in q. The function (14) can be viewed as
an extended-value function of the original objective function in
(9a). Define the 2L× (N̄2

B +N2
t + 2)L coefficient matrix as

E =

[
OL×N̄2

B
ERR −IL×L OL×L

OL×N̄2
B

ERU OL×L −IL×L

]
(15)

where ERR ∈ CL×N2
t L is given by

ERR

=

⎡
⎢⎢⎢⎣
vec

(
h̃
H

RR,1,1h̃RR,1,1

)
. . . vec

(
h̃
H

RR,L,1h̃RR,L,1

)
...

...

vec
(
h̃
H

RR,1,Lh̃RR,1,L

)
. . . vec

(
h̃
H

RR,L,Lh̃RR,L,L

)
⎤
⎥⎥⎥⎦
H

(16)

and ERU ∈ CL×N2
t L can be divided into L× L equal-sized

blocks, where the (l, i)th block, i.e.,eRU,l,i∈C
1×N2

t , is given by

eRU,l,i =

⎧⎨
⎩vec

(
h̃
H

RU,l,ih̃RU,l,i

)H
, if l �= i

01×N2
t
, otherwise.

(17)

With the given notations, the partial Lagrangian (11) can be
rewritten as

L(q,ϕ,w) = f(q) + qTETϕC +
1
2
(q −w)TV (q −w)C

(18)

where V is a diagonal matrix consisting of the weights {ci ∀ i}.
The jth diagonal element V is the weight ci if the jth element
in q is an element in the matrices QB,i or QR,i, or an element
of {zR,i, zU,i}.

Next, we propose a proximal decomposition method, which
solves (10) by updating the auxiliary variables and the dual
variables alternatively. Specifically, the auxiliary variables are
updated immediately after every single update of the dual
variables, exhibiting a single-layer iterative structure. This is
different from Algorithm P, where dual variables are updated
until convergence before updating the auxiliary variables. This
SLIPD method is used to construct Algorithm 1, with w treated
as the primal variable as in the standard proximal point method,
and the original variable q acts as an intermediate variable.
Similar to Algorithm P, Algorithm 1 can also be implemented in
a distributed manner: In Step 1, (19) is equivalent to minimizing
the partial Lagrangian given by (11) and can be decomposed
as in (12) and solved at respective relays. Next, {QR,i ∀ i} is
exchanged between neighboring relays such that the subgra-
dients of the dual variables [as presented below (13)] can be
calculated. By the subgradient method, the dual variables are
updated using (20), completing the update of the dual variables.
In Step 2, the updated dual variables are first broadcast to neigh-
boring relays. With the new iterates for the dual variables, (21)
is solved distributedly as (19), and then the obtained solution for
the original variables are assigned to the corresponding iterates
for the primal variables at each relay as given by (22).

Algorithm 1 SLIPD-based Distributed Beamforming Algo-
rithm for Nr = 1

Initialize w(0) arbitrarily and ϕ(0) to zero.
For iteration t,
Step 1. Dual variable update:
Given ϕ(t) and fixing w(t), solve

q(t) = argmin
q

L (q,ϕ(t),w(t)) (19)

distributedly (cf. Remark 1) at the relays.
Update the dual variables

ϕ(t+ 1) = ϕ(t) +AEq(t) (20)

where A is a diagonal matrix with positive diagonal elements
αR,1, . . . , αR,L, αU,1, . . . , αU,L, with αR,l and αU,l denoting
the step sizes used at relay l to update the corresponding dual
variables.
Step 2. Primal variable update:
With updated dual variables, solve

q′(t) = argmin
q

L (q,ϕ(t+ 1),w(t)) (21)

distributedly (cf. Remark 1). Update the primal variables

w(t+ 1) = q′(t). (22)

Stop until the total transmit power of (9) satisfies a predefined
convergence criterion.

Quite different from the standard proximal point method
(Algorithm P), the conditions for the convergence of Algorithm 1
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remain to be established. Another related issue is the choice of
the step sizes in (20). In realistic applications, larger step sizes
are favorable for faster convergence, while still preserving
stable convergence. For these purposes, a convergence analysis
is conducted in the sequel for the proposed distributed
beamforming algorithm.

B. Convergence Analysis

In [35], it has been proven that for a Hermitian matrix,
all the components have independent differentials, and formal
derivatives/gradients should be used in optimization problems
with complex-valued matrix variables. Real scalars can be
viewed as 1-D Hermitian matrices and the above results also
apply. Following the mathematical results in [35], for q =
argminq L(q,ϕ,w), by the first-order optimality condition,
there exists a subgradient ∇f(q) [27], satisfying

∇f(q) +EHϕ+ V (q −w) = 0 (23)

and that

∇f(w∗) +EHϕ∗ = 0 (24)

holds for any stationary point (ϕ∗,w∗) of Algorithm 1 since
w∗ = q∗.

The convergence of Algorithm 1 to the global optimum of (9)
is guaranteed by the following theorem.

Theorem 1: In the proposed SLIPD method for solving the
nonstrict convex problem (9), if the step sizes αR,l, αU,l satisfy

max
l

αR,l <
2

3‖E‖2F
min
l

cl (25)

max
l

αU,l <
2

3‖E‖2F
min
l

cl (26)

where E is defined in (15), Algorithm 1 converges with the
obtained q being a global optimum of problem (9).

The proof of Theorem 1 relies on the results given in the
following lemma.

Lemma 1: For the optimization framework in (19)–(22), the
two inequalities hold

(ϕ(t+ 1)−ϕ(t))H EV −1EH (ϕ(t+ 1)− ϕ(t))

≥ (q′(t)− q(t))
H
V (q′(t)− q(t)) . (27)

(ϕ(t+ 1)−ϕ(t))H EV −1EH (ϕ(t+ 1)− ϕ(t))

≥ −4Re
{
(∇f (q′(t))−∇f(w∗))

H
(q(t)−w∗)

}
. (28)

The proof of Lemma 1 is given in Appendix A.
Remark 2: The first inequality (27) indicates that, within one

iteration of Algorithm 1, if the step sizes are sufficiently small
(meaning ϕ(t+ 1) and ϕ(t) are not far apart), then q′(t) and
q(t) are not far apart. Furthermore, once ϕ(t) converges, then
q′(t) = q(t) (cf. Algorithm 1), and then (28) reduces to the
common result (53) in Appendix A for convex functions.

Now, we are ready to prove Theorem 1.
Proof for Theorem 1: First, a metric is needed to measure the

“distance” between the intermediate solution (ϕ(t),w(t)) and

a stationary point (ϕ∗,w∗) of Algorithm 1. For this purpose,
we define the Lyapunov function

λ(t) = ‖w(t)−w∗‖V + ‖ϕ(t)−ϕ∗‖A (29)

where ‖w‖V = wHV w and ‖ϕ‖A = ϕHA−1ϕ. Similar to
[27] and [28], it can be proved that Algorithm 1 converges and
yields an optimal solution of problem (9) if λ(t) converges.

Next, let us derive the condition that Lyapunov function (29)
converges. First, consider

‖ϕ(t)−ϕ∗‖A − ‖ϕ(t+ 1)−ϕ∗‖A
= ‖ϕ(t)−ϕ(t+1)+ϕ(t+1)−ϕ∗‖A − ‖ϕ(t+ 1)−ϕ∗‖A
= ‖ϕ(t)−ϕ(t+ 1)‖A
− 2Re

{
(ϕ(t+ 1)−ϕ∗)H A−1 (ϕ(t+ 1)−ϕ(t))

}
= ‖ϕ(t)−ϕ(t+1)‖A−2Re

{
(ϕ(t+ 1)−ϕ∗)H Eq(t)

}
(by (20)) . (30)

Then, we have

λ(t+ 1)− λ(t)

= ‖w(t+1)−w∗‖V +‖ϕ(t+1)−ϕ∗‖A−‖w(t)−w∗‖V
−‖ϕ(t)−ϕ∗‖A

= −‖ϕ(t)−ϕ(t+1)‖A+2Re
{
(ϕ(t+1)−ϕ∗)H Eq(t)

}
+‖q′(t)−w∗‖V −‖w(t)−w∗‖V (by (30) and (22))

= −‖ϕ(t)−ϕ(t+1)‖A+‖q′(t)−w∗‖V −‖w(t)−w∗‖V
+ 2Re

{
(ϕ(t+ 1)−ϕ∗)T E (q(t)−w∗)

}
(31)

where we have used the result Ew∗ = 0 [due to constraints
(10b) and (10c) and the definition of E in (15)] in the last
equality. From (21), (23), and (24), we have

EH (ϕ(t+ 1)−ϕ∗)

= −(∇f (q′(t))−∇f(w∗))− V (q′(t)−w(t)) . (32)

Substituting (32) into (31), it follows that

λ(t+ 1)− λ(t)

= −‖ϕ(t)−ϕ(t+1)‖A+‖q′(t)−w∗‖V −‖w(t)−w∗‖V
− 2Re

{
(q′(t)−w(t))

H
V (q(t)−w∗)

}
− 2Re

{
(∇ (q′(t))−∇f(w∗))

H
(q(t)−w∗)

}
. (33)

With proper mathematical manipulations, it can be proved that
the sum of the second, third, and fourth terms in (33) can be
simplified as follows:

‖q′(t)−w∗‖V − ‖w(t)−w∗‖V
− 2Re

{
(q′(t)−w(t))

H
V (q(t)−w∗)

}
=‖q′(t)−q(t)+q(t)−w∗‖V −‖w(t)−q(t)+q(t)−w∗‖V
− 2Re

{
(q′(t)−w(t))

H
V (q(t)−w∗)

}
= ‖q′(t)− q(t)‖V − ‖w(t)− q(t)‖V . (34)
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Hence, (33) becomes

λ(t+ 1)− λ(t)

= −‖ϕ(t)−ϕ(t+ 1)‖A + ‖q′(t)− q(t)‖V
−‖w(t)− q(t)‖V
− 2Re

{
(∇f (q′(t))−∇f(w∗))

H
(q(t)−w∗)

}
.

(35)

Invoking Lemma 1, we have

λ(t+ 1)− λ(t)

≤ −‖ϕ(t)−ϕ(t+ 1)‖A − ‖w(t)− q(t)‖V
+

3
2
(ϕ(t+ 1)−ϕ(t))H EV −1EH (ϕ(t+ 1)−ϕ(t))

= − (ϕ(t+ 1)−ϕ(t))H B (ϕ(t+ 1)−ϕ(t))

−‖w(t)− q(t)‖V (36)

where B = A−1 − (3/2)EV −1EH . Obviously, if B is posi-
tive definite, then λ(t) decreases monotonically by (36), imply-
ing that it converges since λ(t) ≥ 0. Furthermore, when λ(t)
converges, it can be easily seen from (36) that ϕ(t) converges
to some ϕ̃ as t → ∞, and that w(t) = q′(t) = q(t) converges
to some w̃ [cf. (21) and (22)]. Therefore, (ϕ̃, w̃) is a stationary
point of Algorithm 1, and we can take ϕ∗ = ϕ̃ and w∗ = w̃,
which give an optimal solution to (9). A sufficient condition for
positive definite B is provided in the following lemma (with
the proof presented in Appendix B).

Lemma 2: For arbitrary positive constant a, if

max
j

αj <
a

‖E‖2F
min
j

cj

where {αj ∀ j} and {cj ∀ j} are the diagonal elements of
positive definite diagonal matrices A and V , respectively, then

aA−1 � EV −1EH .

Applying the given inequality with a = 2/3 to the matrix B
in (36), Theorem 1 is proved immediately.

Remark 3: Theorem 1 provides a sufficient condition
[cf. (25) and (26)] under which Algorithm 1 converges. By
our simulation experience, in some cases, step sizes larger than
those in (25) and (26) can also yield a global optimum of
(9). However, it is difficult to find a weaker condition under
which Algorithm 1 can converge uniformly for all the channel
realizations. Nevertheless, a proper selection of step sizes, e.g.,
decreasing step sizes, that satisfy (25) and (26) after a certain
number of iterations, can be used for faster convergence in
practice.

Remark 4: It can be proved that ‖E‖2F is indeed the sum of
squared power gains on all interference links, plus a constant
due to the identity matrices involved. This means the maximum
convergence speed of Algorithm 1 is inversely proportional to
the total squared interference power gains in the network. More-
over, it provides a simpler way to calculate the step sizes. While
the SI and IRI channels have a larger coherence time due to
the antennas’ height and fixed positions, the MUI channels will
be different in successive blocks of end-to-end transmissions,
requiring frequent step size calculations. However, an estimate
of the MUI power gains can be used for a conservative step size
for each relay, so that the convergence speed can be maintained
with much lower overhead.

Remark 5: In practice, the coherence time of the channels
between relays and users can be small; therefore, it is highly
preferred if we can obtain a feasible solution with acceptable
total transmission power in a limited number of iterations. This
can be done by periodically solving an extra set of optimiza-
tion problems during the operation of Algorithm 1. Suppose
that {Q̂B,i, Q̂R,i} is the local solution at relay i after some
iterations, and that

ẑIRI,i =

L∑
l=1,l �=i

h̃RR,i,lQ̂R,lh̃
H

RR,i,l

ẑU,i =

L∑
l=1,l �=i

h̃RU,i,lQ̂R,lh̃
H

RU,i,l

respectively, are acquired by collecting the corresponding vari-
ables (Q̂R,l and h̃RU,i,l) from neighboring relays. Then, the
extra convex problem at relay i is given by

min
{QB,i,QR,i}

Tr(QB,i) + Tr(QR,i)

s.t. ln

(
1 +

h̃BR,iQB,ih̃
H

BR,i

1 + ẑIRI,i + h̃RR,i,iQR,ih̃
H

RR,i,i

)
≥ ri

h̃RR,l,iQR,ih̃
H

RR,l,i ≤ h̃RR,l,iQ̂R,ih̃
H

RR,l,i ∀ l �= i

ln

(
1 +

h̃RU,i,iQR,ih̃
H

RU,i,i

1 + ẑU,i

)
≥ ri

h̃RU,l,iQR,ih̃
H

RU,l,i ≤ h̃RU,l,iQ̂R,ih̃
H

RU,l,i ∀ l �= i

QB,i � 0,QR,i � 0. (37)

If all the relays declare feasibility for their own local problem
(37), then the solutions of (37) ∀ i, provide an acceptable
feasible solution of (9). Otherwise, the operation of Algorithm 1
should continue.

Remark 6: The proposed beamforming design for the
MIMO FDR network can be extended to a more general case
of multiple users served by each relay. For this case, extra MUI
from each relay need to be added in the received signal model
given by (5), followed by some modifications of the coefficient
matrix E in (15) that is used in the partial Lagrangian in (18),
and then the ensuing convergence analysis also needs to be
modified to finish the corresponding distributed beamforming
algorithm (counterpart of the proposed Algorithm 1) for this case.

C. Complexity and Overhead Analysis

The overall complexity of Algorithm 1 is almost fully
contributed by the solution of (19) and (21), both of which
are equivalent to minimizing (11) with respect to the orig-
inal variables {QB,i,QR,i, zR,i, zU,i ∀ i} under constraint
(10d). For the distributed implementation, the ith relay
minimizes (12) with respect to its local original variables
{QB,i,QR,i, zR,i, zU,i} under the local constraint set Di. Each
local optimization problem belongs to the category of nonlinear
semi-definite programming, and a solution can be achieved
with complexity O((m̄n̄2 + m̄2n̄2 + n̄3)/ε), where m̄ is the
maximum dimension of the constraints involving generalized
inequalities, n̄ is the total number of components (scalars)
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in the optimization variables, and ε is the accuracy tolerance
[36]. Specifically, for each local optimization problem, m̄ =
max{N̄B, Nt} and n̄ = N̄2

B +N2
t + 2. The convergence rate

of Algorithm 1 is difficult to analyze theoretically; however,
a linear or faster convergence rate can be observed in all
our simulations. Therefore, with ε′ as the accuracy tolerance
for Algorithm 1, the overall complexity of Algorithm 1 is
estimated as O(L(m̄n̄2 + m̄2n̄2 + n̄3)/εε′). It can be seen that
the complexity of Algorithm 1 is heavily dependent on N̄B and
Nt. Benefiting from BD at the BS, N̄B can be designed much
smaller than NB . As for Nt, although more transmit antennas
at each relay mean more spatial degrees of freedom to suppress
interference, the complexity increases quite rapidly. It implies
that the number of transmit antennas at each relay should be
properly selected as a tradeoff between complexity and end-to-
end performance of the network.

The communication overhead of Algorithm 1 is another con-
cern, particularly when the exchange of local information oc-
cupies wireless resources. In each iteration, the ith relay needs
to collect {QR,l ∀ l �= i} to update its local dual variables ϕR,i

and ϕU,i, and then broadcast the local dual variables to other re-
lays. In fact, the update of dual variables requires only the inter-

ference power, i.e., relay i needs only h̃RR,i,lQR,lh̃
H

RR,i,l and

h̃RU,i,lQR,lh̃
H

RU,i,l ∀ l �= i. Suppose that h̃RR,i,l and h̃RU,i,l

are known to relay l (e.g., by channel reciprocity), relay l may
send only the interference power terms (2 scalars) to relay
i; therefore, the overhead for the update of dual variables is
2L(L− 1) scalars for L relays. Moreover, the overhead for
broadcasting the local dual variables is 2L scalars for L relays.
Therefore, the total overhead in each iteration of Algorithm 1
is 2L2 scalars. In realistic systems with a large number of
relays, IRI and MUI mainly come from adjacent relays, and the
interference from nonadjacent relays can be ignored, thereby
further reducing the overhead.

IV. DISTRIBUTED ALGORITHM FOR Nr > 1

Here, we aim to design a distributed algorithm to solve
problem (8) for the case of Nr > 1 for better end-to-end per-
formance. Following the reformulation similar to (9) for the un-
coupling variables, the resulting problem for Nr>1 is given by

min
{QB,i,QR,i,

ZR,i,zU,i ∀i}

L∑
i=1

(
Tr(QB,i) + Tr(QR,i)

)
(38a)

s.t. ln

∣∣∣I + H̃BR,iQB,iH̃
H

BR,i +ZR,i

∣∣∣
|I +ZR,i|

≥ ri ∀ i

(38b)
L∑

i=1

H̃RR,l,iQR,iH̃
H

RR,l,i = ZR,l ∀ l (38c)

ln

(
1 +

h̃RU,i,iQR,ih̃
H

RU,i,i

1 + zU,i

)
≥ ri ∀ i (38d)

L∑
i=1,i�=l

h̃RU,l,iQR,ih̃
H

RU,l,i = zU,l ∀ l (38e)

QB,i � 0,QR,i � 0 ∀ i. (38f)

Based on this formulation, we present how to solve the problem
via SCA and the SLIPD method developed in Section III, in
Section IV-A and B, respectively.

A. Successive Convex Approximation

It can be easily seen that problem (38) is nonconvex due to
the nonconvex rate constraint (38b). Here, we apply SCA (SCA)
to approximate (38) by a series of convex problems, so that
a suboptimal solution of (38) can be obtained by successively
solving these convex problems. Moreover, the SCA facilitates
the application of the preceding SLIPD method to the distrib-
uted beamforming algorithm design for Nr > 1 to be presented
in the following.

Because ln |I +X| is a concave function of X � 0, the
first-order inequality

ln |I +X| ≤ ln |I +X0|+Tr
(
(I +X0)

−1(X −X0)
)

(39)

is true for X � 0, and the equality holds when X = X0. The
right-hand side of (39) is an affine function and a tight upper
bound of the concave function ln |I +X | that will be used for a
conservative convex approximation to the nonconvex constraint
(38b) in the ensuing iterative beamforming algorithm design.
Let {Q(n−1)

B,i ,Q
(n−1)
R,i ,Z

(n−1)
R,i , z

(n−1)
U,i ∀ i} denote the feasible

point of (38) obtained at the (n− 1)th iteration. Since (38b)
can be equivalently represented as

ln
∣∣∣I + H̃BR,iQB,iH̃

H

BR,i +ZR,i

∣∣∣− ln |I +ZR,i| ≥ ri

(40)

applying the upper bound in (39) with X = ZR,i and X0 =

Z
(n−1)
R,i to ln |I +ZR,i| in (40) yields the following conserva-

tive convex constraint:

ln
∣∣∣I + H̃BR,iQB,iH̃

H

BR,i +ZR,i

∣∣∣− ln
∣∣∣I +Z

(n−1)
R,i

∣∣∣
− Tr

[(
I +Z

(n−1)
R,i

)−1 (
ZR,i −Z

(n−1)
R,i

)]
≥ ri ∀ i. (41)

Thus, we come up with a new convex problem given by

g(n)
(
Q

(n)
B,i,Q

(n)
R,i,Z

(n)
R,i, z

(n)
U,i ∀ i

)
� min

{QB,i,QR,i,

ZR,i,zU,i ∀i}

L∑
i=1

(
Tr(QB,i) + Tr(QR,i)

)
s.t. (41), (38c), (38d), (38e), (38f). (42)

Note that problem (42) is convex with a feasible set, which
is denoted C(n), that is also a subset of the feasible set,
which is denoted as C, of problem (38); therefore, {Q(n−1)

B,i ,

Q
(n−1)
R,i ,Z

(n−1)
R,i , z

(n−1)
U,i ∀ i} ∈ C(n) ⊂ C. Let g(·) denote the

objective function of (38) (i.e., the total power). Then, we have

g
(
Q

(n−1)
B,i ,Q

(n−1)
R,i ,Z

(n−1)
R,i , z

(n−1)
U,i ∀ i

)
≥ g(n)

(
Q

(n)
B,i,Q

(n)
R,i,Z

(n)
R,i, z

(n)
U,i ∀ i

)
(by (42))

= g
(
Q

(n)
B,i,Q

(n)
R,i,Z

(n)
R,i, z

(n)
U,i ∀ i

) (
since C(n)⊂C

)
.

(43)
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With the obtained solution of (42), {Q(n)
B,i,Q

(n)
R,i,Z

(n)
R,i,

z
(n)
U,i ∀ i}, used as a new feasible point, one can update the

convex approximation constraint (41) with respect to this fea-
sible point, and then solve (42) at the next iteration, thereby
making {g(Q(n)

B,i,Q
(n)
R,i,Z

(n)
R,i, z

(n)
U,i ∀ i)} to monotonically de-

crease according to the given inequality. Hence, by repeating
this procedure, one can obtain a local optimal solution of (38)
as {g(Q(n)

B,i,Q
(n)
R,i,Z

(n)
R,i, z

(n)
U,i ∀ i)} converges.

As for the convex optimization problem (42) at each iteration,
the preceding SLIPD method can also be applied to solve it in
a similar distributed manner and will be detailed in the ensuing
Section IV-B. The resulting distributed beamforming design for
Nr > 1 is summarized in Algorithm 2.

Algorithm 2 SLIPD-Based Distributed Beamforming Algo-
rithm for Nr > 1

For outer iteration n,
Step 1. Solve problem (42) with the SLIPD method presented
in Section IV-B, which carries out the inner iterations of
this algorithm. Let Z

(n)
R,i ∀ i be the obtained optimal IRI

covariance.
Step 2. Update the conservative convex constraint (41) by
replacing Z

(n−1)
R,i ∀ i with Z

(n)
R,i ∀ i.

Stop until the total transmit power of (38) satisfies a prede-
fined convergence criterion.

Remark 7: An initial feasible point of problem (38) is needed
to initialize Algorithm 2 that can yield a local optimum of
(38). The simple zero-forcing (ZF) beamformer, which nullifies
strong MUI and meanwhile satisfies the rate constraint of its
own user on the access link, can be used for initialization
since Z

(0)
R,l ∀ l can be easily calculated via local information

exchange.

B. SLIPD Method

Here, we apply the SLIPD method to solve (42) distributedly,
which is the core step (Step 1) in Algorithm 2.

Denote Di as the constraint set for {QB,i,QR,i,ZR,i, zU,i}
defined by the decoupled constraints (41), (38d), and (38f) for
all i. Similar to (10) in the Nr = 1 case, problem (42) can
also be handled by adding a quadratic regularization term,
although the only difference is that the matrix variable V R,i

is the auxiliary variable for ZR,i. The corresponding partial
Lagrangian can be expressed as

L(QB,i,QR,i,ZR,i, zU,i,ΦR,i,ϕU,i,WB,i,WR,i,V R,i,vU,i ∀ i)

�
L∑

i=1

Li(QB,i,QR,i,ZR,i, zU,i,ΦR,i, ϕU,i,

WB,i,WR,i,V R,i, vU,i) (44)

under the decoupled constraints {QB,i,QR,i,ZR,i, zU,i} ∈
Di ∀ i, where ΦR,l and ϕU,l, l = 1, . . . , L, are the Lagrangian

multipliers for (38c) and (38e), respectively, and

Li(QB,i,QR,i,ZR,i, zU,i,ΦR,i, ϕU,i,WB,i,WR,i,V R,i, vU,i)

=Tr(QB,i)+Tr(QR,i)+

L∑
l=1

Tr
(
ΦH

R,lH̃RR,l,iQR,iH̃
H

RR,l,i

)

− Tr
(
ΦH

R,iZR,i

)
+

L∑
l=1,l �=i

ϕU,lh̃RU,l,iQR,ih̃
H

RU,l,i

− ϕU,izU,i +
ci
2

(
‖QB,i −WB,i‖2F + ‖QR,i −WR,i‖2F

+ ‖ZR,i−V R,i‖2F +|zU,i − vU,i|2
)
.

(45)

Hence, for the SLIPD method in Step 1 of Algorithm 2,
the update direction of the dual variable ΦR,l is given by∑L

i=1 H̃RR,l,iQR,iH̃
H

RR,l,i −ZR,l [35].
We reuse the notations in Section III to facilitate deriva-

tions of the algorithm for Nr > 1. Define Zr = [ZR,1,
. . . ,ZR,L], V r = [V R,1, . . . ,V R,L], and ϕ = [vec(ΦR,1)

T ,
. . . , vec(ΦR,L)

T , ϕU,1, . . . , ϕU,L]
T . The vectors q and w are

defined similarly as in Section III, but zr and vr need to
be replaced with vec(ZR) and vec(V R), respectively. The
(N2

r + 1)L × (N̄2
B +N2

t +N2
r + 1)L matrix E is in the same

partition form as in (15), given by

E =

[
ON2

rL×N̄2
BL ERR −IN2

rL×N2
rL

ON2
rL×L

OL×N̄2
BL ERU OL×N2

rL
−IL×L

]
(46)

where the L×N2
t L matrix ERU is the same as the one

presented in Section III [cf. (17)], and the matrix ERR ∈
CN2

rL×N2
t L also consists of L× L equal-sized block matrices,

with the (l, i)th block given by

ERR,l,i =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

vec
(
H̃

H

RR,l,i(1, :)H̃RR,l,i(1, :)
)H

...

vec
(
H̃

H

RR,l,i(1, :)H̃RR,l,i(Nr, :)
)H

...

vec
(
H̃

H

RR,l,i(Nr, :)H̃RR,l,i(1, :)
)H

...

vec
(
H̃

H

RR,l,i(Nr, :)H̃RR,l,i(Nr, :)
)H

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

(47)

where H̃RR,l,i(j, :) denotes the jth row of H̃RR,l,i. With the
notations defined earlier, the partial Lagrangian (44) can be
expressed exactly as (18), and the distributed algorithm that
solves (42) turns out to take the same form as Algorithm 1,
except that the diagonal elements of A are

αR,1, . . . , αR,1︸ ︷︷ ︸
N2

r terms

, . . . , αR,L, . . . , αR,L︸ ︷︷ ︸
N2

r terms

, αU,1, . . . , αU,L.

The convergence of the distributed algorithm that solves (42)
is guaranteed by the following corollary.
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Corollary 1: The SLIPD method used in Algorithm 1 for
Nr = 1 also applies to the inner iterations of Algorithm 2 for
Nr > 1, and the latter also converges to the global optimum of
(42), if the step sizes satisfy

max
l

αR,l <
2

3‖E‖2F
min
l

cl (48)

and

max
l

αU,l <
2

3‖E‖2F
min

l
cl. (49)

Because the partial Lagrangian given by (18) remains the
same regardless of the value of Nr, the convergence proof of
Corollary 1 is almost the same as that for Theorem 1. Due to
this convergence result, together with the convergence of SCA
in Section IV-A, we can conclude that Algorithm 2, i.e., the
two-layer iterative algorithm, achieves at least a local optimum
of (38).

Remark 8: Similar to Algorithm 1, in the inner iterations of
Algorithm 2, any initial values ϕ(0),w(0) can be used. By
our experience, the corresponding values for these variables
obtained at the previous outer iteration are usually a good initial
state for warm-starting the inner layer computations because
they generally do not vary significantly after the first few outer
iterations; therefore, Algorithm 2 can converge much faster.

Remark 9: In Algorithm 2, the “early termination” described
in Remark 5 also applies to the inner iterations with minor
modifications so that the inner loop can be ended with an
acceptable solution quickly.

C. Complexity and Overhead Analysis

Similar to the analysis in Section III-C, the complex-
ity of inner iterations can be estimated as O(L(m̄n̄2 +
m̄2n̄2 + n̄3)/εε′), with m̄ = max{N̄B, Nt} and n̄ = N̄2

B +
N2

t +N2
r + 1, which is higher than Algorithm 1. However,

the overall complexity of Algorithm 2 can be increased by
one or more orders of magnitude due to the outer iterations.
With respect to the communication overhead, given the similar
assumption that H̃RR,i,l and h̃RU,i,l are known to relay l, we
can also reduce the overhead in each inner iteration to (N2

r +
1)L2 scalars for L relays, where Nr has a dominant effect.
Again, the total overhead of Algorithm 2 is increased greatly
due to the outer iterations. To summarize, the complexity and
overhead involved in Algorithm 2 can be much higher than
those of Algorithm 1, making Algorithm 2 advisable only when
relays with Nr = 1 cannot meet the system demands.

V. SIMULATION RESULTS

Here, some simulation results are presented to evaluate the
performance of the proposed distributed beamforming algo-
rithms. The considered MIMO FDR network consists of a BS
with NB = 4 antennas, and L = 2 or L = 3 FDRs and users.
The channels used in our simulations are composed of a large-
scale path-loss component and a small-scale Rayleigh fading
component. The parameters for large-scale path loss are taken
from the measurements in [37], where the path loss of the
feeder link is 105 dB at a BS–relay distance of 600 m, and the

path loss of access link is 100 dB at a relay–user distance of
about 100 m. The typical multiuser interference link is 10 dB
weaker than the access link, if not specified otherwise. For the
time-domain SI cancelation modules, an attenuation of 100 dB
with respect to the transmit power has been reported in [8].
This attenuation can be viewed as the equivalent path loss of
SI. With proper protection between the transmit and receive
antennas of a relay, an attenuation of up to 105 dB is reasonable
for SI strength without performing the spatial interference
suppression. The large-scale channel gain on the IRI link ranges
from −120 to −95 dB, to account for varying distances and
isolation conditions between adjacent relays. The noise power
σ2
n = −100 dBm. The rate constraints are r1 = r2 = 3 b/s/Hz

for L = 2, and r1 = r2 = r3 = 2 b/s/Hz for L = 3. ci = 5 [the
weights in problem (10)] is used for all relays. Three different
antenna settings at each relay are considered.

AS1) Nt = 3, and Nr = 1;
AS2) Nt = 4, and Nr = 1;
AS3) Nt = 4, and Nr = 2.

The FDR gain of the proposed algorithms is demonstrated in
Fig. 2 by comparing with the half-duplex relaying scheme in
[18] under different IRI path gains. The half-duplex scheme
uses the same antenna configuration as the full-duplex scheme.
For Algorithm 1 under antenna setting (AS1), it can be observed
in Fig. 2(a) that, when the IRI is weak (the lower two solid
curves), FDR outperforms half-duplex relaying even with rela-
tively weak time-domain SI cancelation. The curves tend to be
flat as SI becomes stronger, indicating that our algorithm tends
to nullify strong SI in the spatial domain when the capability of
time-domain SI cancelation is insufficient. Such flexibility is in
fact the benefits of combining time-domain and spatial-domain
SI suppression. On the other hand, when IRI is strong (the upper
solid curve), the performance of FDR can be inferior to half-
duplex relaying, even with a good time-domain SI cancelation
capability, as shown in Fig. 2(a) for the IRI path gain equal to
−95 dB and the SI path gain higher than −95 dB. Therefore,
when multiple FDRs are applied in a network, the performance
gain over half-duplex relaying is possibly harder to achieve
than the deployment of a single relay node; careful site and/or
frequency planning of FDRs are necessary to lower the strength
of IRI links. For Algorithm 2 under antenna setting (AS3), it
can be observed in Fig. 2(b) that, with more antennas at each
relay, the restriction on IRI strength to achieve a full-duplex
gain is relaxed compared with Fig. 2(a). This leads to another
way, namely adding more relay antennas, to improve overall
performance in FDR networks. However, as is discussed earlier,
the application of Algorithm 2 requires higher computational
complexity.

Due to few advanced distributed beamforming algorithms
for FDR networks reported in the open literature, a reference
distributed beamforming scheme in [22], which nullifies SI and
MUI via BD/ZF, is also evaluated for performance comparison
with the proposed algorithms. It can be observed, in Fig. 3, that
the total power performance of Algorithm 1 is superior to that
of the reference scheme for (AS1) and (AS2) and their perfor-
mance gap significantly increases with the gain of IRI links,
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Fig. 2. Gain of FDR over half-duplex relaying for L = 2 with different large-scale gains on the IRI links. Part (a) for Algorithm 1 under antenna setting (AS1)
and Part (b) for Algorithm 2 under antenna setting (AS3).

Fig. 3. Total transmit power (versus large-scale gain on IRI links) of the
proposed algorithms and the reference scheme [22] for L = 2 under three
different antenna settings.

demonstrating that, in the considered MIMO FDR network,
Algorithm 1 can suppress the IRI well, whereas the reference
scheme actually fails to combat IRI even for moderate gain of
IRI links due to improper use of spatial dimensions of MIMO
FDR. However, under antenna setting (AS3), Algorithm 2 also
performs better than the reference scheme by about 6–8 dB,
and their total power performances do not vary with the IRI
level too much. The reason for this is that the number of receive
antennas of each relay (Nr = 2) is larger than the number of
interfering relays (L− 1 = 1) for (AS3), thereby providing
an extra spatial degree of freedom for the IRI suppression
on the feeder links. However, when more relays coexist, it
may not be very practical for each relay equipped with more
antennas than the number of interfering relays due to physical
size limitations of relays. The simulation results for the case of
L = 3 are shown in Fig. 4, where only the results under (AS2)

Fig. 4. Total transmit power (versus large-scale gain on IRI links) of the
proposed algorithm (Algorithm 1) and the reference scheme [22] for L = 3
under the antenna setting (AS2). Note that the reference scheme [22] is not
applicable for (AS1) and (AS3) due to an insufficient number of transmit
antennas at the relays; therefore, no simulation results are provided for (AS1)
and (AS3).

are displayed since the ZF/BD-based reference scheme requires
more transmit antennas at the relays for the other two antenna
settings. The same observations in Fig. 3 for the case of L = 2
also apply to Fig. 4. These simulation results demonstrate that
the proposed algorithms are able to effectively suppress IRI, SI,
and MUI simultaneously and achieve significant transmit power
savings in the considered MIMO FDR network.

An interesting but unanswered question about MIMO FDR
network is: as IRI strength changes, how will SI and MUI affect
the overall performance, respectively? In Fig. 5 we attempt
to give a preliminary answer with Algorithm 1 under antenna
setting (AS1). The performance for SI equivalent path gain =
−105 dB and MUI path gain =−110 dB is used as a benchmark
and compared with different values of SI and MUI path gains.
Two extreme MUI path gains, i.e., the MUI-free case and the
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Fig. 5. Effects of SI and MUI on system performance as the large-scale gain
on IRI links changes. Results for Algorithm 1 under antenna setting (AS1) are
shown.

case that the MUI path gain equals the access link gain of
−100 dB (which occurs when the users are located on the
boundary of adjacent relays), are considered. It can be seen
that the effects of MUI on the total power performance are
relatively consistent as IRI path gain changes: In both cases,
the performance curves show a similar slope as the benchmark.
Moreover, the SI equivalent path gains of −95 and −85 dB
are also considered for a performance comparison with the
benchmark. The corresponding results in Fig. 5 show that the
effects on the system performance by SI are different from
those by MUI. When the IRI path gain is weak, the change of
SI equivalent path gain has little influence on system perfor-
mance. However, as the IRI path gain increases, the total power
corresponding to different SI equivalent path gains increases
quickly. In other words, the system performance becomes more
sensitive to SI than to MUI as IRI becomes stronger. A possible
explanation for this is that MUI has higher impact on the access
links (i.e., a higher impact on the transmit power of relays),
whereas both IRI and SI have higher impact on the feeder links
(i.e., higher impact on transmit power of the BS), despite that
the proposed algorithms try to balance their impacts such that
the overall transmit power is minimized.

Fig. 6 shows the convergence behavior of the proposed
SLIPD method (Algorithm 1 and the inner iterations of
Algorithm 2) for a typical channel realization under antenna
settings (AS2) and (AS3), respectively, with the large-scale
channel gain on the IRI link being −105 dB, all the initial
values for the unknown variables set to zero, and the step
sizes chosen according to Theorem 1 and Corollary 1. Fig. 6(a)
shows the dual-optimality gap, i.e., the difference between the
optimal total transmit power [(10) or (42)] and the Lagrangian
[(11) or (44)]. It can be seen that, in both cases, the dual
gap diminishes with the iteration number, possibly with some
damped oscillations in primal variables. Fig. 6(b) shows the
monotonically decreasing Lyapunov function [(29) or its coun-
terpart for Nr > 1] versus iteration number, demonstrating the
convergence of the SLIPD method to the optimal solution (cf.

Fig. 6. Convergence behavior of Algorithm 1 with L = 2 and antenna setting
(AS2), and the inner iterations of Algorithm 2 with L = 2 and antenna setting
(AS3), for a typical channel realization with the large-scale channel gain on
the IRI link being −105 dB. (a) Dual-optimality versus iteration number.
(b) Lyapunov function versus iteration number.

Theorem 1 and Corollary 1 whose proofs are essentially due to
the convergence of the Lyapunov function) and validating the
effectiveness of the proposed algorithms.

The total transmit power performance of Algorithm 1 with
the early termination used in the operation (cf. Remark 5) is
also tested over 50 channel realizations with IRI link also set
to −105 dB. For each realization, the problem (37) is solved
every five iterations before the convergence of Algorithm 1,
and the obtained feasible solution is recorded after 20 iterations
and after 50 iterations. The simulations results are shown in
Fig. 7(a) forL = 2 under antenna setting (AS1), and in Fig. 7(b)
for L = 3 under antenna setting (AS2), respectively. It can be
shown in Fig. 7 that the early termination yields near-optimal
solutions even within 20 iterations, indicating that Algorithm 1
can well converge in several tens of iterations thus implying that
it is suitable for realistic applications since faced with changing
channel conditions, one may prefer to obtain a good (though
not optimal) solution as early as possible.
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Fig. 7. Total transmit power performance of Algorithm 1 over 50 different channel realizations with the consideration of the early termination strategy as discussed
in Remark 5, for the large-scale channel gain on the IRI link equal to −105 dB. (a) Results for L = 2 under antenna setting (AS1). (b) L = 3 under antenna
setting (AS2).

Fig. 8. With L = 2 and antenna setting (AS3) and the large-scale channel
gain on the IRI link set to −105 dB, the convergence behavior of Algorithm 2
with/without considering the early termination in terms of average total transmit
power over 50 realizations.

Finally, Algorithm 2 with/without early termination is tested
with L = 2 and antenna setting (AS3) and the large-scale
channel gain of the IRI link set to −105 dB, where early
termination means that 50 inner iterations are performed in
Step 1 for each outer iteration, and the obtained solution at
the current outer iteration will be used for initializing the inner
iterations in the next outer iteration, as is discussed in Remark 8.
The average transmit power performance over 50 iterations is
shown in Fig. 8. It can be seen that without early termination,
Algorithm 2 converges in around seven outer iterations (after
which small performance improvement is gained in the ensuing
iterations), whereas with early termination, it converges in
around ten outer iterations (after which small performance
improvement is gained in the ensuing iterations as well). In
other words, Algorithm 2 with early termination by running

only several more iterations than without early termination can
also converge and achieve a near-optimal total transmit power
performance. Therefore, the proposed distributed beamforming
algorithms are applicable in practical systems for acceptable
transmit power saving and latency.

VI. CONCLUSION

To achieve uniform coverage in cellular networks and re-
quired quality of service for multiple users in the MIMO FDR
network, the transmit power at the BS and relays must be
reliably controlled in facing IRI, SI, and MUI simultaneously so
that the system can operate uninterruptedly and stably. We have
formulated a power (sum of transmit power of the BS and relays
in the network) minimization problem for the distributed beam-
forming design under individual user rate constraints, where
the objective function turns out to be nonstrict convex. Then,
we have presented a SLIPD method for efficiently solving this
problem, by which the proposed two distributed beamforming
algorithms (Algorithm 1 for the case of single receive antenna at
relays and Algorithm 2 for the case of multiple receive antennas
at relays) were developed. A globally optimal solution of the
power minimization problem can be obtained by Algorithm 1,
whereas Algorithm 2 can yield only a local optimal solution
due to conservative SCA performed at each iteration, and their
convergence can be guaranteed if the step sizes are below
the upper bounds derived via a rigorous analysis. Moreover,
the proposed two algorithms only require local information
exchange between relays and hence are highly scalable on
one hand. With the suggested early termination strategy in the
operation of the two algorithms, near-optimal performance can
be achieved within tens of iterations, making them suitable for
realistic applications on the other hand. Finally, the efficacy
of the proposed two algorithms was demonstrated by some
simulation results, together with much superior total transmit
power performance compared with the existing state-of-the-art
algorithm reported in [22].
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APPENDIX A
PROOF FOR LEMMA 1

Because both q(t) in (19) and q′(t) in (21) must satisfy (23),
we have

EHϕ(t) = −∇f (q(t)) − V (q(t)−w(t)) (50)

EHϕ(t+ 1) = −∇f (q′(t)) − V (q′(t)−w(t)) . (51)

Subtracting (50) from (51) followed by some mathematical
derivations, we have the following inequality:

(ϕ(t+ 1)−ϕ(t))H EV −1EH (ϕ(t+ 1)−ϕ(t))

= [∇f(q′(t))−∇f(q(t))]
H
V −1 [∇f(q′(t))−∇f(q(t))]

+ 2Re
{
[∇f (q′(t))−∇f (q(t))]

H
[q′(t)− q(t)]

}
+ [q′(t)− q(t)]

H
V [q′(t)− q(t)]

≥ [q′(t)− q(t)]
H
V [q′(t)− q(t)] (52)

where we have used the following inequality (which can be
easily proven by the first-order condition of convex functions):

Re
{
[∇f(z2)−∇f(z1)]

H · (z2 − z1)
}
≥ 0 (53)

where z1 and z2 are any complex vectors. Hence, the first
inequality (27) of Lemma 1 has been proven.

For proving (28), we denote the jth element in q and w by
qj and wj , respectively. The jth row of (23) is

f ′(qj) + eHj ϕ+ Vj(qj − wj) = 0 (54)

where f ′(qj) denotes the partial derivative of f(q) with respect
to qj , ej is the jth column of E and Vj is the jth diagonal
element of V , respectively. Considering the two vectors q1 =
argminq L(q,ϕ1,w), q2 = argminq L(q,ϕ2,w), with q1,j
and q2,j denoting the jth component of the former and the latter,
respectively, we have

Re
{
(∇f(q1)−∇f(w∗))H (q2 −w∗)

}

= Re

⎧⎨
⎩∑

j

(
f ′(q1,j)− f ′ (w∗

j

))C (
q2,j − w∗

j

)⎫⎬⎭
�
∑
j

Re
{
aC1,jb2,j

}
(55)

where a1,j = f ′(q1,j)− f ′(w∗
j) and b2,j = q2,j − w∗

j . Simi-
larly, a2,j and b1,j can be defined as a2,j = f ′(q2,j)− f ′(w∗

j)

and b1,j = q1,j − w∗
j . From (53), we have Re{aC1,jb1,j} ≥ 0

and Re{aC2,jb2,j} ≥ 0. Hence, Re{bC1,j/aC1,j} ≥ 0 (where
a1,j �= 0 is assumed). From (54), we have

− eHj (ϕ1 −ϕ2)

= (∇jf(q1,j)−∇jf(q2,j)) + Vj(q1,j − q2,j)

= (a1,j − a2,j) + Vj(b1,j − b2,j). (56)

Hence(
1 +Re

{
Vjb

C
1,j

aC1,j

})
Re

{
aC1,jb2,j

}
= Re

{(
aC1,j + Vjb

C
1,j

)
b2,j

}
= Re

{[
aC2,j + Vjb

C
2,j − eTj (ϕ1 −ϕ2)

C
]
b2,j

}
≥ Re

{
Vjb

C
2,jb2,j − eTj (ϕ1 −ϕ2)

Cb2,j
}

(by (54))

= Vj

{
|b2,j |2 − 2Re

{
1

2Vj
eTj (ϕ1 −ϕ2)

Cb2,j

}}

= Vj

{∣∣∣∣b2,j − 1
2Vj

eHj (ϕ1 −ϕ2)

∣∣∣∣2

− 1
4V 2

j

(ϕ1 −ϕ2)
Heje

H
j (ϕ1 −ϕ2)

}

≥ − 1
4Vj

(ϕ1 −ϕ2)
Heje

H
j (ϕ1 −ϕ2) (57)

where the first inequality is due to Re{aC2,jb2,j} ≥ 0. Since 1 +

Re{Vjb
C
1,j/a

C
1,j} ≥ 1, (57) can be further simplified as

−Re
{
aC1,jb2,j

}
≤

1
4Vj

(ϕ1 −ϕ2)
Heje

H
j (ϕ1 −ϕ2)(

1 +Re
{

Vjb
C
1,j

aC
1,j

})
≤ 1

4Vj
(ϕ1 −ϕ2)

Heje
H
j (ϕ1 −ϕ2). (58)

By (58) and (55), we have

−Re
{
(∇f(q1)−∇f(w∗))H (q2 −w∗)

}
≤ 1

4
(ϕ2 −ϕ1)

HEV −1EH(ϕ2 −ϕ1). (59)

Hence, the second inequality (28) of Lemma 1 is proved.

APPENDIX B
PROOF FOR LEMMA 2

Let x be any complex vector of proper dimension, ej denote
the jth column of E, and Vj denote the jth diagonal element of
V . It can be easily seen that

xHEV −1EHx

=
∑
j

V −1
j

∣∣eHj x
∣∣2

≤ (min
j

Vj)
−1
∑
j

|ej |2|x|2 (by Schwarz inequality)

= (min
j

Vj)
−1‖E‖2F |x|2. (60)

Similarly, we have

(max
j

αj)
−1|x|2 ≤ xHA−1x. (61)

Obviously EV −1EH < aA−1 holds when

max
j

αj <
a(minj cj)

‖E‖2F
(since {Vj ∀j} = {cj ∀ j}) . (62)

Hence, Lemma 2 is proved.
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