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Multicell Coordinated Beamforming With Rate
Outage Constraint—Part I: Complexity Analysis

Wei-Chiang Li, Tsung-Hui Chang, Member, IEEE, and Chong-Yung Chi, Senior Member, IEEE

Abstract—This paper studies the coordinated beamforming
(CoBF) design in the multiple-input single-output interference
channel, assuming only channel distribution information given a
priori at the transmitters. The CoBF design is formulated as an
optimization problem that maximizes a predefined system utility,
e.g., the weighted sum rate or the weighted max-min-fairness
(MMF) rate, subject to constraints on the individual proba-
bility of rate outage and power budget. While the problem is
non-convex and appears difficult to handle due to the intricate
outage probability constraints, so far it is still unknown if this
outage constrained problem is computationally tractable. To
answer this, we conduct a computational complexity analysis of
the outage constrained CoBF problem. Specifically, we show that
the outage constrained CoBF problem with the weighted sum
rate utility is intrinsically difficult, i.e., NP-hard. Moreover, the
outage constrained CoBF problem with the weighted MMF rate
utility is also NP-hard except the case when all the transmitters
are equipped with single antenna. The presented analysis results
confirm that efficient approximation methods are indispensable to
the outage constrained CoBF problem.

Index Terms—Interference channel, coordinated beamforming,
outage probability, complexity analysis.

I. INTRODUCTION

OORDINATED transmission has been recognized as
C a promising approach to improving the system perfor-
mance of wireless cellular networks [2]. According to the level
of cooperation, the coordinated transmission can be roughly
classified into two categories, i.e., MIMO cooperation and
interference coordination [3]. In MIMO cooperation, the trans-
mitters, e.g., base stations (BSs), cooperate in data transmission
by sharing all the channel state information (CSI) and data
signals. In interference coordination, the BSs only coordinate
in the transmission strategies for mitigating the inter-cell in-
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terference. Compared with MIMO cooperation, interference
coordination requires the CSI to be shared only, and hence
induces less overhead on the backhaul network [4]. A common
model for studying interference coordination is the interference
channel (IFC) [5], where multiple transmitters simultaneously
communicate with their respective receivers over a common
frequency band, and thus interfere with each other.

In this paper, we consider a multiple-input single-output
(MISO) IFC, wherein the transmitters are equipped with mul-
tiple antennas while the receivers are equipped with single
antenna. Moreover, we are interested in the coordinated
beamforming (CoBF) design problem; that is, the transmitters
coordinate with each other to optimize their transmit beam-
forming vectors. A typical formulation of the CoBF design
problem is to maximize a system utility function, e.g., the
sum rate, proportional fairness rate, harmonic mean rate or
the max-min-fairness (MMF) rate, assuming that the trans-
mitters have perfect CSI. It turns out that the CoBF problems
are in general difficult optimization problems. Specifically,
it has been shown in [6] that, except for the MMF rate [7],
the CoBF problem for the sum rate, proportional fairness rate
and harmonic mean rate are NP-hard in general, implying that
they cannot be efficiently solved in general. Due to this fact, a
significant amount of research efforts has been devoted to the
development of reliable and efficient methods for handling the
CoBF problems. For example, the works [8]-[11] characterize
the optimal beamforming structure in order to reduce the di-
mension of exhaustive search. Global optimization algorithms
were also developed in [12]-[15] but are only efficient when
the number of users is small. Another branch of works focus
on suboptimal but computationally efficient approximation
algorithms; see [6], [10], [16]-[22].

The works mentioned above all have assumed that the trans-
mitters have perfect CSI. However, in practical wireless sce-
narios, especially in mobile channels, it is difficult for the trans-
mitters to acquire accurate CSI due to time-varying channels.
In contrast, the statistical distribution of the channel, i.e., the
channel distribution information (CDI), can remain static in a
relatively long period of time and thus is easier to obtain com-
pared to the CSI. However, with only CDI at the transmitters, the
transmission would suffer from rate outage; that is, the instanta-
neous channel may not reliably support the data transmission. In
view of this, outage-aware CoBF designs, which constrain the
probability of rate outage to be low, have attracted extensive at-
tention recently; see, e.g., [23]-[25] for the outage constrained
utility maximization problem, [26], [27] for the outage con-
strained power minimization problem and [26], [28], [29] for the
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outage balancing problem. One essential fact that is commonly
observed in these works is that the outage constrained CoBF
problems are usually nonconvex and appear much more diffi-
cult to handle than their perfect CSI counterparts [6], [7], due
to the complicated probabilistic outage constraints. Therefore,
most of the works [24], [25], [29] have concentrated on devel-
oping efficient approximation algorithms. However, unlike the
perfect CSI case where the complexity status of various CoBF
problems has been identified [6], [7], it is still not clear if the
outage constrained CoBF problems are computational tractable
or, instead, are intrinsically difficult, i.e., NP-hard [30].

Our interest in this paper lies in characterizing the com-
putational complexity status of the outage constrained CoBF
problem. Specifically, we consider the outage constrained
(weighted) sum rate maximization (SRM) CoBF problem and
the outage constrained (weighted) MMF CoBF problem, which
respectively maximize the (weighted) sum rate and (weighted)
MMF rate under rate outage constraints and individual power
constraints. We analytically show that the outage constrained
SRM problem is NP-hard in general, and that the outage con-
strained MMF problem is polynomial-time solvable when each
of the transmitters is equipped with only one antenna but is
NP-hard when each of the transmitters is equipped with at least
two antennas. The NP-hardness of the outage constrained SRM
problem is established by a polynomial-time reduction from the
NP-hard Max-Cut problem [30], i.e., each problem instance of
the Max-Cut problem can be transformed to a problem instance
of the outage constrained SRM problem in polynomial time;
while the NP-hardness of the outage constrained MMF problem
in the MISO scenario is established by a polynomial-time
reduction from the 3-satisfiability (3-SAT) problem, which is
known to be NP-complete [30]. The proposed analysis about
the NP-hardness of MMF problem can also be analogously
applied to prove that the outage balancing problem studied
in [28] is NP-hard when each of the transmitters has at least
two antennas. The complexity analysis results further motivate
the development of efficient approximation algorithms for
handling the outage constrained CoBF problem; see [31].

Synopsis: In Section I, we present the system model and
problem formulations. The complexity analyses for the outage
constrained SRM problem and outage constrained MMF
problem are presented in Section III and Section IV, respec-
tively. Finally, we draw the conclusions in Section V.

Notation: The sets of n-dimensional real vectors, complex
vectors and complex Hermitian matrices are denoted by R™,
C™ and H™, respectively. The set of non-negative real vectors
and the set of positive-semidefinite Hermitian matrices are de-
noted by R’} and H'}, respectively. The superscripts ‘7" and
‘H’ represent the matrix transpose and conjugate transpose, re-
spectively. We denote || - || and [-] as the vector Euclidean norm
and ceiling function, respectively. A > 0 means that matrix A
is positive semidefinite. We use the expression x ~ CA (2, Q)
if x is circularly symmetric complex Gaussian distributed with
mean p and covariance matrix Q. We denote exp( - } (or simply
(")) as the exponential function, while In( - ) and Pr{-} repre-
sent the natural logarithmic function and the probability func-
tion, respectively. For a variable a;;, where the domain of sub-
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script pair 7, k are clear from context, {a;i, } denotes the set of all
a;, with the subscript pair 4, k& covering all the possible values
over its domain, and {a; }x denotes the set of all a;; with the
first subscript equal to i. The sets {aix }rz; and {aik } (i k)2(,0)
are defined by the set {a;x}, excluding a,; and the set {a;x}
excluding aj, respectively.

II. SYSTEM MODEL AND PROBLEM STATEMENT

We consider a MISO IFC with K pairs of transmitters
and receivers (i.e., K users). Each transmitter is equipped
with N, antennas and each receiver is equipped with single
antenna. Transmit beamforming is assumed for the commu-
nication between each transmitter and its intended receiver.
Let s; ~ CN(0,1) denote the message for the ith user, and
w; € CY¢ denote the corresponding beamforming vector.
We assume a frequency flat channel model, and the channel
vector between transmitter ¢ and receiver k£ is modeled as
hi ~ CN(0,Q;), where Qi = O is the channel covariance
matrix. The received signal for receiver i is then given by

K
H H
x; = hjw;s; + Z hiwi s, + ng,
k=1 k+#i

(1)

where n; ~ CN(0,07?) is the additive noise at receiver i with
variance o7 > 0. Under the assumption that single-user detec-
tion is used by each receiver, the instantaneous achievable rate
(in bits/sec/Hz) of the ¢th user can be expressed as

(U fun}) = logy (14— il
Ti i ,'wn = - .
s D DU Y ER

)

To enhance the overall system performance, a typical formu-
lation of the CoBF design is to optimize the beamforming vec-
tors {w }< | of all the K users so as to maximize a perfor-
mance measuring system utility function, e.g., the information
sum rate, under power constraints [6], which can be mathemat-
ically expressed as

max U(Ry,...,Rx) (3a)
W,;ecNt Rr; >0,
i=1,... K
subject to (s.t.) R; <r;({hgi}r, {wr}),

i=1,...,K, (3b)
|w;|> <P, i=1,....,K. (3c)
Here, Rj,...,Rg are the respective transmission rates
of the K wusers, and P;,..., Pk are the associated power

budgets. The function U(Rj,...,Rk) denotes the system
utility. In this paper, we are interested in two system
utilities in particular, i.e., the weighted sum rate, where
U(Ry,...,Rx) = Zfil a;R; and the weighted minimum
rate, where U(Ry1,...,Rx) = min;—; _ x R;/a;. The cor-
responding utility optimization problems are known as the
SRM problem and the MMF problem, respectively. These two
problem formulations represent two extremes of the tradeoff
between system throughput and the user fairness. For the
SRM problem, one aims to maximize the system throughput,
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TABLE I
SUMMARY OF COMPLEXITY ANALYSIS RESULTS

SRM with CSI SRM with CDI

MMF with CSI MMF with CDI

[32, Theorem 1] Theorem 1 [6, Theorem 3.3] Theorems 2 & 3
Ne=1 NP-hard NP-hard Polynomial-time solvable | Polynomial-time solvable
(Max Indep. Set Problem) | (Max-Cut Problem)
Ng>1 NP-hard NP-hard Polynomial-time solvable NP-hard
(3-SAT Problem)

but the transmission may be dominated by a few of users.
For the MMF problem, one places the highest emphasis on
user fairness, but the achieved system throughput may not be
as high. Interestingly, the complexity status of solving these
two problems are also very different. Specifically, solving the
SRM problem is NP-hard in general [32] which means that
the problem is unlikely to be solved in a polynomial-time
complexity; by contrast, the MMF problem is polynomial-time
solvable [6]. Efficient approximation algorithms for handling
the SRM problem have been extensively studied (see [6], [15]
and references therein).

However, to solve the CoBF design problem (3), it is required
that perfect instantaneous CSI is available at the transmitters,
leading to enormous communication overhead. It is hence more
appropriate to assume that only statistical channel information,
i.e., the set of channel covariance matrices {Q;x }, is available
at the transmitters. Under such circumstances, reliable transmis-
sion cannot be guaranteed, and the users may suffer from rate
outage. Specifically, given any transmission rate £; > 0, the
outage event r;{({hy; }x, {wr}) < R; occurs with a non-zero
probability. It is therefore desirable to constrain the probability
of rate outage below a preassigned threshold. Let¢; € (0,1) be
the maximum tolerable rate-outage probability for user i. To the
end, we consider the following outage constrained CoBF design
problem [25]

max
W;ecNt R, >0,
i=1 K

U(Ry,...,RK) (4a)

st Pr{ri({hui}e, {wi}) < R} < &, (4b)

lwi|*<Fi, i=1,...,K. (4c)

According to [25], [33], the outage constraint (4b) can be ex-
plicitly expressed as

piexp<(2Ri1)U%>H<l+(2Ri1)wkHQkiwk>§l7

wiQ;w; i wl Q;w;

(&)

where p; £1_¢ fori=1,...,K are the satisfaction proba-
bilities required in the downlink transmission.

Due to the complicated constraint (5), solving the outage con-
strained problem (4) seems more difficult than solving its per-
fect CSI counterpart, i.e., problem (3). However, this intuitive
observation is not mathematically precise. It is hence of interest
to investigate the complexity status of problem (4). In the en-
suing sections, we study the complexity of solving problem (4)
with weighted sum rate and minimum rate utilities, which cor-
respond to the SRM and MMF formulations, respectively. Our

complexity analysis will demonstrate that problem (4) is in-
deed more challenging. Specifically, problem (4) is NP-hard not
only for the SRM formulation but also for the MMF formula-
tion, while problem (3) is at least polynomial-time solvable for
the MMF formulation [6]. The obtained results about the com-
plexity of problem (4), together with the corresponding results
in the literature about problem (3), are summarized in Table I on
the top of this page.

III. COMPLEXITY ANALYSIS FOR OUTAGE
CONSTRAINED SRM PROBLEM

In this section, we analyze the complexity status of the outage
constrained SRM problem, which can be written as

K
w-eg’l\’?};->o Z aiRi (63-)
11‘:1,“.’,1;7 ’ i=1
t (2% — D)o}
S.t. i €X - 7
P wi Qijw;
R, _ H )
<1 <1 + (2 bl[)’wk Qkﬂ”k) <1
ki w; Qw;

(6b)
|wi||° <P, i=1,...,K. (6¢)

Specifically, we demonstrate that problem (6) is NP-hard in gen-
eral. The following theorem makes our statement precise.

Theorem 1: The outage constrained SRM problem (6) is
NP-hard in the number of users K, for all Ny > 1.

Theorem 1 indicates that problem (6) is computationally in-
tractable, like its perfect CSI counterpart (3) with the weighted
sum rate utility [32]. While both of these two problems are
NP-hard, one should note that the techniques used for proving
Theorem 1 are quite different from those used in [32]. In [32], it
was shown that problem (3) with the weighted sum rate utility
is at least as difficult as the maximum independent set problem
(which is known NP-complete) [30]. However, the same idea is
not applicable to the complexity analysis for problem (6), due
to the much more involved constraints (6b). Instead, we show
in the next subsection that problem (6) is at least as difficult as
the Max-Cut problem.

A. Proof of Theorem 1

Here, we show that problem (6) is NP-hard even when N; =
1, which implies that problem (6) is NP-hard for the general case
of N; > 1. For N; = 1, the CoBF design problem (6) reduces
to a coordinated power control problem. Specifically, the MISO
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channel hy; € CVt reduces to the single-input single-output
(SISO) channel hy; € C, the channel covariance matrix Qpg; €
[H]T reduces to (Jx; € R, and the beamformer w; reduces
to the square root of the transmit power p;; thus, problem (6)
reduces to

K
me%l%xw Z o R (7a)
i=1,..., K =1
t (2=t
st. pjexp| ————
Qllpl
(2% — 1)Qus
xH(l—i— )Q’“p’“>§1, (7b)
]f?él QZZpZ
0<p; <P,i=1,..., K. (7¢)

We prove that problem (7) is NP-hard by deriving a polyno-
mial-time transformation [6], [32] from the weighted Max-Cut
problem, which is known to be NP-hard [30], to problem
(7). Specifically, given an arbitrary instance of the Max-Cut
problem, we can construct through the transformation a partic-
ular instance of (7) such that these two instances are equivalent.
This polynomial-time transformation implies that any algo-
rithm that can solve problem (7) in polynomial time also
can solve the Max-Cut problem in polynomial time. Hence,
problem (7) is at least as difficult as the Max-Cut problem, i.e.,
NP-hard. For ease of the ensuing presentation, the definition of
the weighted Max-Cut problem is repeated as follows.

Definition 1: Consider an undirected and connected graph
G = (V,&), where V = {1,...,|V|} denotes the set of ver-
tices in G, and € = {(i,§)]i € V,j € V,i < j, and i,j
are connected in G} denotes the set of edges in G. Each edge
(1,7) € & is assigned with a weight w;; > 0. 4 cut, £(§) C &,
consists of the set of edges crossing a subset S C 'V and its
complement S = V\S. The weighted Max-Cut problem is for-

mulated as
max E
SCV

(1,5)€E(S)

wij.

®)

To build the connection between the Max-Cut problem and
problem (7), we consider an alternative formulation of (7):

Lemma 1: Problem (7) can be equivalently expressed as

Z a; 10g2 ]. + Cl({pk}kqﬁz)Qupz) (9a)

s.t. O§p,§PZ,z—1,...,K,

ma
pi€ERi= 1
(9b)

where (;({pr}rzi), which is continuously differentiable in
{Pr }r=i, is the unique solution that satisfies

Ui(z, {prtrzi) = pi exp(o]) H(1 + Qi - x) =1,
ki
(10)

foralli,k=1,... K.

Proof: See Appendix A for details. [ |
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Fig. 1. An example illustrating the association between a graph G(V
= {1,2,3},£={(1.2),(2,3)}) and an IFC with 10 users.

By reformulating problem (7) as problem (9), one can com-
pactly characterize the relation between the achievable rates
and the transmit powers, e.g., the monotonicity and convexity,
using the implicit functions §;(- ), i =1,..., K. As aresult, it
is much easier to analyze the optimal power allocation pattern
based on the alternative formulation (9) than based on the orig-
inal formulation (7). Thus, given any instance of the Max-Cut
problem, i.e., the undirected and connected graph G = (V, &)
and the weights w;; > 0 for all (7, j) € &, we focus on con-
structing a particular instance of (9) that is equivalent to the
weighted Max-Cut problem (8) associated with the graph G and
the weights {w;; }. The construction is detailed as follows.

We associate each node 7 € V with two distinct transmitter-
receiver pairs (users) in the coordinated power control problem
(9), denoted by v;g, ;1. Moreover, each edge (¢, j) € € is as-
sociated with two other users, denoted by €;;, ¢;;. The resulting
set of users is the union of the user set 24, associated with nodes
and the user set I/, associated with edges, i.e.,

U=U, VU,
2 {vi0,v11, - - -5 vivio, vy} U e, el (3, 5) € €1,
an
which contains K = |l{| = 2(|V| +|£€|) users in total. For these
K users, we consider a particular instance of problem (9) with
the following specified system parameters:

1, ifuel

2 _ _ _ vy
0,=0.1,p,=095, P, = {0‘77 if e, Yu €U,
(12a)
1, ifi=j, _ )L ifu=ey,
QUianb = {0’ otherwise, Qeii” B {0, otherwise,
(12b)
1, if (i,a) = (k,0) or (i,a) = (¢, 1),
Quivere = {0‘ otherwise, (12)
v/Uia € uv7

Qy,, = 1a

S _ Wiy . i< 5 (12d

Qg = Qlp,, = , Ve €U, i< j. (12d)
{ “ 7 2 E(k,l)eE Wk, L ! J

To clarify the association described by (11) and (12), let
us consider a simple example illustrated by Fig. 1. Here,

we demonstrate how a simple graph G with three vertices
YV = {1,2,3} and two edges £ = {(1,2),(2,3)} can be
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mapped to an IFC through (11) and (12). As illustrated in
Fig. 1, each vertex i corresponds to two users, v;o and v;1, for
all i € {1,2,3}; and each edge (¢, j) also corresponds to two
users, €;; and e;;, for all (¢, 7) € {(1,2), (2,3)}. For the IFC on
the right-hand side in Fig. 1, user v and user v’ would interfere
with each other if Q,,,» = 1 and do not interfere if Q,,,,, = 0.
Thus, according to the parameter set in (12b), any two users
associated with a common vertex in G will interfere with each
other, while users associated with different vertices would not
interfere with each other. Besides, the users associated with the
edges only communicate with their intended receivers and do
not interfere with the other users. By (12c), user v;o and ;1
would interfere with user e;;, while users v;o and v;; would
interfere with user ej;, for all edges (¢,7). All the resulting
interference patterns are shown in Fig. 1.

Based on the construction described by (11) and (12), the
resulting problem instance of the coordinated power control
problem (9) is given by

Z logy (1 + p;,¢"(Pia))

Vio €Uy

maXx
Pl ER Vv, €Uy,
p:rk ER, Ve ) €lle

+ ) ae logy (14p5,¢° (0, P1)) }

esj €U,
(13a)
st. 0<pl, <1,u, €U, (13b)
0 <pj; 0.7, 655 € Ue, (13¢)

where p7, and pf; denote the transmission powers of user v;,
and ey, respectively; a = 1 — a for a € {0,1}; and by (10),
¢¥(p) and ¢%(p1, p2) = ¢(p2, p1) are the unique solutions of

T (2, p) £ 0.95%1% (1 + pr) =1, (14a)
(2, p1.p2) £ 09517 (1+ pra)(1 + pax) = 1,(14b)

respectively. Next, we show that problem (13) is equivalent to
the Max-Cut problem (8). To this end, we need to demonstrate
that the optimal solution to problem (13) lies in a discrete set, as
stated in the following lemma, which is proved in Appendix B.

Lemma 2: The optimal solution of (13) must satisfy

2] {[2) [2] Vi =ne s

p;k = 0.7, Vejk € U.. (15b)

Based on Lemma 2, we can restrict the feasible set of (13) to
the subset defined in (15) without loss of optimality. Let

s={illphrhl" =0T} CV,

and denote 1g;c 51 as the indicator function which is equal to
one if i € & and zero otherwise. Then, by (15), we have p}, =
1iesy: i = lgiesy and JOTES 0.7. With these substitutions
in problem (13), problem (13) can be equivalently reformulated
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as the following problem where S is now the optimization vari-
able:

[V
max 2 logs(1+ 15" (Liiesy))
+ 1ogy (1 + 1gies3¢? (1giesy))]
+ Y [, logy (140.7¢(1sesys Lijesy))
(i,5)€€
+aeji 10%2 (1 + 0'7<e(1{j€5}7 1{165}))}

VI Z

~max }" logy(1+1-¢"(0)) +
==t (i,5)€E\E(S)

(16)

Qe,;(co1 + ¢10)

+ Z Qe,; (Coo + c11) (17)
(1,5)€E(S)
V|
- rSnCa%{ZIOgQ(]- +1- CU(O)) + Z Qe (601 + CIO)
="ia (,5)cE
+ Z Qe,; (oo + €11 — Co1 — €10) (18)

(i,7)€€(8)

. ) » Co1 + C10
= {ggglvl logy(1+1-¢7(0) + ——5—
Coo + €11 — €01 — €10 Z
- ) Wijs
2Vapeeii S

where coo = log,(140.7¢%(0,0)), c11 = log,(1+0.7¢%(1, 1)),
co1 = log,(1 4 0.7¢°(0,1)), and ¢19 = log,(1 + 0.7¢%(1,0))
are constants. Note that, when (¢, j) € £(S), vertex ¢ and vertex
j belong to different subsets S and S, respectively, so it holds
true that 15,5y = 1{jesy and 1gesy = 15¢5); on the other
hand, when (7, j) € E\E(S), itholds true that 1 ;. 5y # 1ijesy
and 1gesy # 1;jesy, by which we obtain (17). By (14b), one
can show that ¢gp + ¢11 — ¢o1 — ¢10 > 0, so solving (13) is
equivalent to solving the Max-Cut problem (8). Thus, we have
presented a polynomial-time transformation that equivalently
converts all the problem instances of the Max-Cut problem (8)
to a subset (i.e., (13) with the parameters specified by (12)) of
the instances of (6). Therefore, any algorithm (if exists) that can
solve the outage constrained SRM problem (6) with any number
of antennas N; > 1 in polynomial time also can solve the
Max-Cut problem in polynomial time, implying that problem
(6) is NP-hard for all N; > 1. [ ]

IV. COMPLEXITY ANALYSIS FOR OUTAGE CONSTRAINED
MMF PROBLEM

In this section, we turn our attention to the outage constrained
MMF problem, i.e.,

max R2 min R;/a; (19a)
W;ecNt R, >0, i=1.....K
i=1,.. K
. (281 — 1)o7
s.t. pjexp| ——"2L
piexp wz‘HQiiwi
(2Ri71)wkHQM'wk
X 1+ <1,
,};Ii ( wlQ,w; -
(19b)
”leQSPZ? 1= 17 7K- (190)
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In contrast to its perfect CSI counterpart, which can be trans-
formed into a quasiconvex problem for multiple antennas and
multiple users [6], we will show that problem (19) is polyno-
mial-time solvable only for the single antenna case, i.e., N; = 1,
but NP-hard in the number of users K when N; > 2.

To proceed with the complexity analysis, let us first introduce
a feasibility problem. That is, given a target rate B > 0,

Find wq,...,wg (20a)
t (2247 1)o7}
s.t. piexp | —m—"
presp wfIQn’wi
(QC”R — l)wkHlewk
X 1+ <1, (20b)
]!;[i ( wzHQi'iwi
|lw;|>? <P, i=1,...,K. (20c)

Note that problem (20) is closely related to problem (19). Their
relation is specified in the following lemma.

Lemma 3: Let R* denote the optimal value of problem (19).
It holds true that, for any R > 0, problem (20) is feasible if and
only if R < R*. Furthermore, the set of optimal beamformers
to problem (19) is a subset of the feasible set of problem (20)
when R < R*, and these two sets coincide when R = R*.

Proof: Let {w}} denote an optimal beamformer to
problem (19). Since the left-hand side of constraint (20b) is
strictly increasing in R, we know that {w}} is feasible to
problem (20) if R < R*. Hence, problem (20) is feasible if
R < R*, and all the optimal beamformers to problem (19)
are feasible to problem (20). On the other hand, suppose that
problem (20) is feasible and {w;} is a feasible point. Then,
{w;} is clearly a feasible beamformer of (19) that achieves
objective value R, implying R* > R. Furthermore, when
R = R*, all the feasible beamformers to problem (20) achieve
the optimal objective value of problem (19), and hence are
optimal beamformers to (19). ]

Lemma 3 infers that problem (19) is polynomial-time solv-
able if and only if problem (20) is polynomial-time solvable.
In particular if problem (20) can be efficiently solved, then
problem (19) can be efficiently solved by a bisection algorithm
which involves solving a series of problem (20) ([34] §4.2.5).
On the other hand, if one can solve problem (19), then one can
correctly determine whether problem (20) is feasible, and, if
yes, obtain a set of feasible beamformers. Therefore, these two
problems belong to the same complexity class. In the next two
subsections, we investigate the complexity of problem (19) for
the SISO case (N; = 1), and MISO case (N; > 1) based on
this observation.

A. Single-Antenna Case

In this subsection, we consider the SISO case, and present a
polynomial-time bisection algorithm, which involves solving a

IThe initial bisection interval of R can be found as follows. Firstly, R = 0
is obviously a logver bound to the optimal value of (21). Secondly, by (21b), we
(2<% 1)0
W) <1l,i=1,.
problem (21) is upper bounded by R = min; OL log,(1 +

have p; exp( , K, and thus the optimal value of
PiQiilni1l/p;)

i
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finite number of the feasibility problem (20), for attaining the
global optimum of problem (19). When N; = 1, problem (19)
degenerates to the following power control problem

max R
p;>0,R; >0,
i=1 K

(21a)

o (2 01)
s.t. piexp | ————%
i@

(2% — l)kaki>
| | 1+——r--" 1, (21b
X oy ( * PiQi =1, Gl

p< P, i=1,...

VK, 21c)

where p; is the transmit power of transmitter ¢, and @)y is the

variance of the SISO channel hy;, foralli, k= 1,..., K. Sim-
ilarly, problem (20) reduces to
Find (p1,...,pxK) (22a)

t (1R~ 1)o?
st. piexp| ——-
i Qs

L] <1, (22b
- L[z< " piQii ) <1, (22b)

pZSPZ,Z:1,7K7 (220)
which is feasible if and only if the optimal value of (21) is no less
than R. First of all, we show that problem (22) is polynomial-
time solvable.

Consider the change of variables p; = Inp;, for
1 =1,..., K. Then, we can solve problem (22) by solving the
following convex problem

min @& (23a)
=1
(2R —1)o?
st. lnp, 4+ ——— L7 PFi
Qii
+Y In (1 4+ = il eﬁfﬂ’k) <a,

k;él QZZ

(23b)

ﬁZSIHP“ ’L:L,K (230)

Specifically, it is not difficult to verify by using an argument
similar to Lemma 3 that problem (22) is feasible if and only if
the optimal & of problem (23) is less than or equal to zero, and
that every optimal solution of (23) directly serves as a feasible
point of problem (22) provided that problem (22) is feasible.
Therefore, based on Lemma 3, one can solve problem (21) in
a bisection manner by solving a sequence of convex problem
(23). The bisection algorithm is described in Algorithm 1.1
Problem (23) is in fact equivalent to the outage balancing
power control problem studied in [28], which can be efficiently
solved by a nonlinear Perron-Frobenius theory-based algorithm
with overall complexity of O(K In(K/e)) ([28], Algorithm 1),
where e specifies the solution accuracy. Therefore, the overall
complexity of Algorithm 1 is x - O(K In(K/e¢)), where

k= Nogy(07 ' Ry)]



LI et al.: MULTICELL COORDINATED BEAMFORMING WITH RATE OUTAGE CONSTRAINT—PART I: COMPLEXITY ANALYSIS

is the number of bisection iterations required for Algorithm 1 to
achieve a solution accuracy 4. Algorithm 1 has a polynomial-
time complexity since & is finite in practical situations. Hence,
we have proven the complexity of the MMF CoBF problem for
the case of N; = 1 as stated in the following theorem.

Theorem 2: When N; = 1, the outage constrained MMF

CoBF problem (19) (i.e., problem (21)) is polynomial-time solv-
able.

Algorithm 1 Bisection algorithm for solving problem (21)

I: Set R, :=0, R, := min; 1 log, (1 + D@ulylivdy
and set the solution accuracy to § > 0; '

2:  repeat

3: Set R := (R¢ + R,)/2;

4. Solve problem (23), and denote the solution as
({5 ) L

5: Set Ry := R if & < 0; otherwise, set R, := R;

6: until R, — Ry < §;

7: Outputpi:eﬁ:,R:R,izl,...,K,asa

solution to problem (21).

B. Multiple-Antenna Case

In contrast to the single transmit antenna case, in this subsec-
tion, we show that the outage constrained MMF CoBF problem
(19) is NP-hard when each of the transmitters is equipped with
multiple antennas.

Theorem 3: When N; > 2, the outage constrained MMF
CoBF problem (19) is NP-hard in the number of users K.

Proof: As inferred from Lemma 3, it suffices to show that
solving the feasibility problem (20) is NP-hard when N; > 2.
Analogous to the proof of Theorem 1, the main idea of this proof
is to show that the 3-satisfiability (3-SAT) problem, which is
known to be NP-complete [30], is reducible to problem (20)
by deriving a polynomial-time transformation from the 3-SAT
problem instances to a subset of the instances of (20) with N, >
2. The 3-SAT problem is defined as follows.

Definition 2: Given N Boolean variables and M clauses
each containing exactly three literals of different Boolean vari-
ables, the 3-SAT problem is to determine whether there exists a
truth assignment of the Boolean variables such that all the M
clauses hold true.?

For ease of exposition, we use “V”, “—=” to denote the
logical disjunction (OR), negation (NOT), and formulate a
3-SAT problem as a feasibility problem. Specifically, a 3-SAT
problem instance with N Boolean variables z4,...,2x and
M clauses dm = Yi,, VYj,, V¥k,s bms Jm, km € {1,..., N},
m = 1,..., M, where y;_, is either z;  or its negation —z;_,

2Given a set of Boolean variables, a literal refers to either a Boolean variable
or the negation, i.e., logical “NOT”, of a Boolean variable. A clause is a Boolean
expression consisting of disjunction, i.e., logical “OR”, of literals.
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and so are y;,, and yj,,, can be written as the following feasi-
bility problem:

Find
s.t.

1,2yt e {0, 13N (24a)
dm = ¥, VY, VUr,, =1, m=1,...,M.(24b)

Given any N Boolean variables 21,...,25 and M clauses
dy,...,dy, we construct a problem instance of (20) that is
equivalent to the corresponding 3-SAT problem, i.e., problem
(24), as follows.

We associate each x,, with five users, denoted by the set V, =
{¥n0s Un1s Un2, Un3, Una }, forn = 1,..., N, and associate the
M clauses dy,...,dy with M users C = {e1,...,enr}. The
entire set of users is thus

U=V U---UVyUC,

which contains a total of K = 5N + M users. For these K
users, we consider a particular problem instance of (20) with
the following specified system parameters:

N=2R=1,0,=1,P,=1,p, =p=09,YVu € U4,

(25a)
2 1119717 = 07 2
UUnZ - {1n (% . pil) ’ / ?é 07 Te — 0.0I,VTL,?TL, (25b)
10 Ay
Quu - |:O 1:| 5vu’eu7 Qvno,vng - E7vln’7 VE # O’ (250)

0 0 .
% |:0 ]_:|7 lfwne{yim7yjm7ykm}’

Qﬂuno Com — vn’
’ 1|1 0 o
25 0o o/’ i -z, € {y'imvyjm7ykm}7
(25d)
Quy,up = 0, for all uq, us not specified above, (25¢)
where
1 1 1 -1 1 .
A1_|:]. 1}7A2_{1 1:|7A3_|:L 1:|7
1 —
A4 - |:L 1 :| )
and (2 = —1.

An illustrative example for the association between the
3-SAT problem and the outage constrained MMF CoBF
problem (19) described by (25) is depicted in Fig. 2. In
this example, we consider a 3-SAT problem with four vari-
ables, z1, 29,23, 24, and two clauses, d; = y;, VY, Vi,
dy = yizvyjzvykz’ where Yi, = T1: Vi = T2, Yy = T3,
Yi, = T2, Yj, = 3, and yx, = —x4. In the corresponding
IFC, each Boolean variable x,, is associated with five users,
ie, Vo = {vno,Vn1y.--stna}, forn = 1,...,4. For each
n = 1,...,4, only user v, interferes with users v,1, - .., VUn4
where the cross-link channel covariance matrices are given
in (25¢). Furthermore, user ¢,,, which is due to clause d,,, is
interfered by user v, if the Boolean variable z,, or its negation
-z, appears in clause d,,. As indicated by (25d), the covari-
ance matrix of the channel from v, to ¢,, depends on whether
x,, or the negation —a,, appears in d,,. In Fig. 2, the users are
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m ® Transmitters ——— Direct Links

A A Receivers

b= mlmi
gl M

V10V11012V13V14||V20V21V22V23V24

——=> Cross Links

/I% 22V Ts Vs
NI

N\
V30U31V32V33V34 || V40V41V42V43V44

1 T2 3 X4

Fig. 2. An example illustrating the association between a 3-SAT problem in-
stance di = x1ViaaVas, do = x2VxzVazs and an outage constrained
MMF CoBF problem (19) with N; = 2 and K = 22 users.

not connected if the associated cross-link channel covariance
matrix is zero as indicated by (25¢).

With the specified system parameters given in (25), the con-
structed problem instance of (20) can be expressed as

: v 14 ) 4 c VM
Find {wll}é:(] IR {wNﬁ}é:(] ’ {wm}m:l (263)
02
*nQ
v 2
st. pell@ioll” < 1,vn, (26b)

v HA v
p€|\wn,|| <1 4 ("’no)—f";rw> < 1,Vn, V€ 0,
10 [Jw},||

(26¢)
207 Q w?
pe”w H H <1 + (meO V1 0,Cm Tm0>

2
. s, |
<1,Vm,
2
[whell” <1, ||y,

(26d)

? < 1,Yn,¥m, Ve, (26¢)

ol
where w?, and w;, denote the beamformers of users v,,, and
¢m,, respectively. Next, we show that the given 3-SAT problem
instance is satisfiable if and only if (26) is feasible.

To begin with, we show that any feasible point of problem
(26) corresponds to a truth assignment satisfying the 3-SAT
problem (24). Note that constraint (26b) can be written as

wloll* > 02 (mp ) t=1, n=1,....,N, (27)

where the equality comes from (25b). Combining constraints

(26b) with (26e), we have ||w?yl|> = 1 forn = 1,...,N.
Similarly, one can rewrite (26¢) as

‘ o2
(who)™ Agw)y < 10 [Jwh,|? (w ex ( o) -1
||
2
10 ||lw;)lEH2 ,071 exp Ule -1} = 1a
<1 [}l

(28)

< max
[wr,l
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forn=1,...,N, ¢ =1,2,3,4, where the 2nd inequality holds
with equality if and only if |jw?,||* = 1, and the last equality
comes from (25b). Furthermore,

v \H v v \H v v (12
(wnO) A[wnO + (wnO) Aé+1wnO =2 ”wnﬂ” :27 (29)

forn =1,...,N,£=1,3. Combining (28) and (29), we obtain

(wZO)

,Nand?¢ =1,2,3,4. Then, we can derive

(wi)"” (A1~ Asjwy = ARe { ([who],)" [wh]; | =0,
(31a)

(who)" (As — Agywly = 41m { ([who]s) " [w)ol, | =0,
(31b)

Afw 0 1 and ||wnEH ’ (30)

foralln =1,...

foralln = 1,..., N, where Re{-} and Im{-} denote the real
part and the imaginary part of a complex number, and [w?];
and [w® ]2 denote the first and second elements of w?, respec-
tively. Thus, a feasible w?, must satisfy either [wZ,]; = 0 or
[w?,]2 = 0. In addition, constraints (26d) and (26¢) imply that

TmO )

H
:mo) ermoycmw;}mo)

(32)

2

b

min pelW|
2

llws, 1% <1

X H (1—1—(
redi gk}

= pe”im H (1 + (w

refijk}

) QU'rmO 1Cm

w2

<1.

By combining (30), (31), and (32), we come up with the result
that the feasible beamformers to problem (26) must satisfy

v 70 1T jO1T
wp, € {95[%{2771[6 0] }U {96[&!%][0 e’’] },Vn, (33a)

pe”f-m H (14w’ )" Qu, genw’ o) <1,Ym,
re{iygk}
(33b)
Jws,||* =1, Vn,Ve. (33¢)
By (25d) and constraint (33a), one can see that
( Tmo) QUTmOvcm TmO
( .
0, if y, =, ,w’ € U 3007 ¢,
if Y, = Tr,,, WY o {ge[o.zﬂ][e ] }
0 if y, = —a, ,w’ U [0e9T
Ly = et e U (06

1/25, ify, =z, ,w® U [0e9T %,
25, iy, =anwtg e, U 06T

1/25,

if yr,, = ~xs,,,w) o€ U

o}
0€(0,2n]
(34)
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v

where Ty, € {im,Jm,km},¥m =1,..., M. Suppose thatw,,,,
wo,n=1,...,NNm=1,...,.M, £ =0,...,4, are feasible
to (26), and set

1, ifw,, e{ U
0€[0,27]

e 0.
o).

T, = (35)
0, ifw,,e€ { U
0€(0,27]

~ U

Then, we have (@) )# Q.. .. w2 o = 0 if and only if
Y-, = 1 according to (34). Furthermore, it can be verified by
(25a), (25b) and (34) that condition (33b) is satisfied if and only
if (w? )7Qu., genw? o=0,forsome 7 € {im,jm,km},
Vm, implying that all of the clauses d1, . . ., das are true. Hence,
the truth assignment (35) satisfies the given 3-SAT problem in-
stance (24).

On the other hand, suppose that the given 3-SAT problem (24)
can be satisfied and &,, € {0,1}, n = 1,..., N, is a truth as-
signment such that the clauses di,...,dys are true, i.e., con-
straints (24b) are satisfied. Then, analogous to the above anal-
ysis, it can be verified that

k) _ [1 0]T7 jjn = 17
o = { [0 1]T7 &, = 0, vn7

Hw:inHQ = wanHQ =1, Vn, ¥m, VE£#0,

is feasible to problem (26). Thus, we have proven the equiv-
alence of the given 3-SAT problem (24) and problem (26),
namely, the 3-SAT problem is reducible to problem (20). As a
result, determining the feasibility of problem (20) is NP-hard
when N; > 2, and hence solving problem (19) is also NP-hard
according to Lemma 3. [ |

Remark 1: The preceding proof of the NP-hardness of the
feasibility problem (20) can also be analogously applied to show
the NP-hardness of the following CoBF design problem for
outage balancing [28]:

i 1 36
’wiecgi,l:e[o,l], /P ( a)
i=1,...,
. (2 —1)o?
st. pijexp| ————">
v P 'U’zHQii'wi
(2Ri—1)wkHQkiwk
X 14 <1,
,g ( w{{szwz -
(36b)
|w|*<P;, i=1,...,K, (36¢)

where p = min{py, ..., px } and R; is the given data rate of the
ithuser, 7 = 1,..., K. Then, following a similar argument as
Lemma 3, one can show that problem (36) is solvable (e.g., by
bisecting over p € [0,1]) if and only if the feasibility problem
(20) (with p; = p, R = R;, i = 1,...,K) is solvable.
Therefore, the NP-hardness of problem (20) when N, > 2 also
implies that problem (36) is NP-hard when N; > 2.

V. CONCLUSION

In this paper, we have studied the complexity status of
the outage constrained SRM and MMF CoBF problems. In
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particular, we have established the NP-hardness of the two
problems by showing that they are at least as difficult as the
Max-Cut problem and the 3-SAT problem, respectively. Be-
sides, a subclass, i.e., the SISO case, of the outage constrained
MMF problem is identified polynomial-time solvable. Since
the MMF CoBF problem is known polynomial-time solvable
under perfect CSI, our result implies that the outage constrained
CoBF design problems are indeed more challenging. Motivated
by our complexity analysis results, efficient algorithms for
obtaining high-quality approximate solutions to the outage con-
strained CoBF problems are further pursued in the companion

paper [31].

APPENDIX A
PROOF OF LEMMA 1
Notice that the function ¥;(z,{px}rz:) in (10) is con-
tinuously differentiable with respect to (a, {pr}r=i), and
is strictly increasing in x. By the implicit function theorem
[35], there exists a unique continuously differentiable function
Ci({prtrs) > 0 satisfying
U, (G {prtri)s Pk tresi) = 1, V{Dr brri-
Therefore, we can equivalently express the rate outage con-
straint (7b) as
2 1
Qiipi
fori = 1,..., K. Moreover, the objective function of problem
(7) is nondecreasing with respect to Ry, ..., Rk, respectively.

So, without loss of optimality, we can assume that equality
holds. Therefore, problem (7) is equivalent to problem (9). =

< Gl{prtrzri) © R <logy(1+ Gl{ok fars)Quibi),

APPENDIX B
PROOF OF LEMMA 2

Suppose that {p},, B fo. cdy e;xcu. is an optimal solution
of problem (13). It is easy to see from (13a) that p7; = 0.7 for
all e;; € U,, since user e;; does not interfere with any other
user.

To complete the proof, we first show that p?, € {0,1} for
all v;, € U,. For notational simplicity, let us focus on proving
the case of & = 0. For any given 2 € V, let us assume that
{ﬁgb}(j,b);ﬁ(i,o) are known and fixed. In this case, it is clear that
D;, must also be optimal to the following problem:

max F(p) = log, (1 + p¢¥ (%)) + log, (1 + $4,¢7(p))

r
Y e, logy(1+0.7¢(p, )
{ilecselle}
(A.l1a)

st.0<p<l, (A.1b)

which is obtained from (13) by fixing p¥, = p%, for all (4, ) #
(i,0) and excluding the terms irrelevant to user v;9. Hence, we
focus on showing that the optimal solution to (A.1) is either
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p = 0orp = 1. To this end, we need the following lemma,
which is proved in Appendix C.

Lemma 4: The objective function of problem (A.1), i.e.,
F(p) R+ — R4, is a differentiable quasiconvex func-
tion. Furthermore, there exists at most one p > 0 such that
dF(p)/dp = 0.

Suppose that p* € (0, 1) is optimal to (A.1), which implies
dF (p*)/dp = 0. Then, by Lemma 4, we have dF(p)/dp < 0
forall p € [0,p*) and dF (p)/dp > 0 forall p € (p*,+o0),
which contradicts the fact that p* maximizes F(p) over the
interval 0 < p < 1, implying that the optimal solution to
problem (A.1) is either p = 0 or p = 1. Hence, we have proved
Pty € {0,1}. Similarly, we can show that p¥; € {0,1}. As a
result, the optimal solution of problem (13) must satisfy

B G o) = 2eemn

and pj, = 0.7 for all 53, € U,.

What remains to be proved is that [p%, p¥]7 = [0 0]T or
P py]t = [11]F for some i € V is strictly suboptimal to
problem (13). Let R denote the objective value of problem (13)
achieved by {p3,, P31, }vinctt, 5 cu, » and define

T ={i eVl =00},

o= {ieviphpml" =117}
We can bound R from below and above as follows:

R> Y logy (1+pLC" (51))
Uz‘aeuv
VI

=D (logy (1 + p5C° (B2)) + logy (1 + A5 CY (1))
=1
= (V| = |Zo| = |T1]) x log,(1 + 1- ¢*(0))
+ 2|7y |logy (1 +1-¢%(1))
= (V| — |Zo| — [71]) x 0.5973 + 2|Z;| x 0.0671
= V| x 0.5973 — (|To| x 0.5973 + |Z;| x 0.4631),
(A.2a)
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R< Y logy (1+p5,8° (B3))

+ > ae,, logy(1+0.7-¢%(0,0)) (by Lemma 5)
ejrEU.
= V| x 0.5973 — (|Zy| x 0.5973 + || x 0.4631)
+1log,(1+0.7-¢%(0,0)) (by (12b))
= V| % 0.5973

— (|Zo| x 0.5973 + |T1| x 0.4631 — 0.4426), (A.2b)

where the above numerical values are computed from the pa-
rameters set in (12). From (A.2a), one can see that 2 is no less
than |V| x 0.5973 when |Z,| = |Z;] = 0. However, from
(A.2b), it is clear that R is smaller than |V| x 0.5973, when
either |Zg| # 0 or |Zy| # 0. Thus, the optimal power pattern
[p% P4 )7 must be either [0 1]7 or [1 0]7. This completes the
proof of Lemma 2. []

APPENDIX C
PROOF OF LEMMA 4

Let f(p) denote the derivative of F(p) with respect to p. It
can be obtained as follows.

f(p)In2 = dl;;p) n 2
_ ¢Y (13?1) P dg” (p)
T+p¢ (%) 14+p4¢(p) dp

0.7a,, dge (Palﬁ?l)
1+0.7¢¢(p, %) dp

+ 2

{jleis€le}

By applying implicit function theorem [35] to (14), we can

obtain closed-from expressions for the derivatives of (¥ (p)

and ¢*(p, p;), which are given in (A.3a) and (A.3b). Hence,

f(p)In2 can be expressed in closed-from as (A.3c), shown at
the bottom of the page.

Our goal is to show that, for any P € [0, 1], it holds true that

flp)>0forallp> Pif f(P) >0,  (Ada)
f(p) < Ofor allp < Pif f(P)<0. (A.4Db)

Since f(p) is a continuous function, conditions in (A.4) imply
that either of the following two statements must be true.

d¢” (p) ¢"(p)
dp o2+ a2pl*(p) +p (A.3a)
d¢e (p:ﬁ;ﬁ) _ ¢* (paﬁ;ﬁ) (1 +15§]1<e (paﬁ;')l)) (A.3b)
dp (g (p,9%)) [B5 + o (L4 B5¢e (paB50)] +p (L4 B¢ (p521) '
¢* (1) p51¢" (p) 1

MNin?2 —
fe)In2 = 1 e

1+ p5¢¥(p) 0% + a?pCP(p) +p

1+ p5:6° (p, B1)

Ly w07 ()

{jles; €Ue

, L+ 0.7¢¢ (p 6%51) (14 p¢° (p:0%)) (552 + 0 (L+ 854 (P 531))] + 0 (1 + 551 (p, 1)

(A.3¢)
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1) There exists 0 < P < 1 such that f(P) = 0, which,
according to (A. 4a) and (A.4b), implies that f(p) > 0 for
allp > P, f(p) < Oforallp < P.

2) Either f(p) > O forall0 < p < 1, or f(p) < O for
all 0 < p < 1, i.e., the function F(p) is either strictly
increasing or strictly decreasing.

That is, F(p) is a quasiconvex function, and there exists at most
one p > 0 such that dF(p)/dp = 0.

Note that the two conditions in (A.4) are actually equivalent.
Hence, it suffices to prove (A.4a). To this end, let us introduce
the following lemma, which is proved in Appendix D.

Lemma 5: Given p > 0 fixed, the functions (*(p), which
satisfies (14a), and ¢¢(p,p) = C°(P, p), which satisfies (14b),
are strictly decreasing for p > 0, while the functions p(®(p)
and pC*(p, p) are strictly increasing for p > 0.

Given any P > Q and based on Lemma 5, we can derive
a lower bound g(p|P) of f(p)In2 for all p > P, which is
given in (A.5), shown at the bottom of the page. To obtain the

first inequality in (A.5), one can observe that ~4r 7~ i%f 25)”()17) and
il

———>L _— in the second term are increased due to the fact
a?+a?pc? (p)+p
that ¢V(p) < ¢¥(P), 17, is nondecreasing in x for any z > 0

and pC¥(p) > P((P); similar reasons also apply to the sum-
mation term since ¢*(p, p};) < ¢° (P, p%) and p¢® (p,pjl) >
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Next, we show that g(p|P) > 0 for all p > P if f(P) > 0,
which, together with (A.6) then implies (A.4a). By defining

ap = o2 + 0*P¢¥(P) > 0,

bo _ﬁfl U(P) >0,
= (1+P¢* (P,p5)) [pjy + o (1+55:¢° (P, 5j1))]
+ p; v Pee ( 7PJ1) >0,

b; = 0.7¢° (P,p%) > 0,

cj =bj- (1 +ﬁj1<e (P:;ﬁ;ﬁ)) >0,vj e {Meik € Ue}v

which are independent of p, one can respectively express
9o(p|P) and g;(p|P) as

_ bo
plP)= — v — A.7a
gi(p|P) = iy & Vi € {kles € U}, (A7)

(1+b;)(a; +p)’

Suppose that there exists 0 < P < 1 satisfying f ( 2 0.
Then, by (A.6), we have f(P)In2 = g(P|P) = C,(#m. _

go(PlP) 2{3‘8”61/{6} g](PIP) > 0. Since W
go(P|P) > 0 and g;(P|P) > 0 forall j € {kleqx € U}, we
can further infer from g(P|P) > 0 that, when p = P,

pPee(P ,pﬂ) forallp > P.The second inequality in (A.5) is ob- ¢ (pY) _
tained by the monotonicity of ti- and ¢*(p, p}; ). Note that the Bo - W — 90(p|P)
monotomc properties of ¢*(p), ¢¢(p, p}1), PC7(p), PCE (P, Pi1) €% (5%,) a0 Bo(1 + bo) — bo)
and 7= are strict, so the two inequalities in (A.5) hold with = d+c Z'{U ) - V(1 + bo) (a0 + p)
equahty if and only if p = P; that is, ¥ (1101 bp) bl OCUQE)A” )p
0 0) — 00| - b ) p
D D + ~u (AU
{f(p)1n2 >g(p|P), p>P, (A6) (L4 ¢ (1) p) (1 + bo)(ao + p)
f(p)In2=g(plP), p=P. >0, (A.8a)
¢" (Pi) 16" (p) 1

fo)n2 =y

1+ 93¢ (p) 0% + a?pC¥ (p) +

1+ p%,¢° (p, %)

Z aeu : O'7Ce (p7ﬁ;].)
{jless€lde}

¢V(Bh) _Bhe(P) 1

140.7¢ (p, %) (14 ¢ (p,8%)) [ + 02 (1+ 53¢ (,6%))] + 0 (1 + 54C° (p.5%)

— 14 p¢ (B)

1+ 53¢ (P) o + 02 PCO(P) +

P
1+ p%¢° (. F5)

S o, - 0.7¢° (P, pYy)
{jles; €U}

¢C'h)  Pac(P) 1

140.7¢¢ (p’ﬁ;l) (1 + P¢e ( 7p31)) {pﬂ +o? (1 "‘leC (p’pjl))} "’13;1]3(6 (15,15?1) +p

=1 () ’
Qe,; - 0.7¢° (P, %)

1+ py ¢ (P) o + a2P¢e(P) +

1+ p%¢° (P, pYy)

{j|e“EM}
¢* (p51) =
1+ p¢v (p%) o(pl?)

{jles;eUe}

g(p|P),¥p > P

14+0.7¢ (P,pYy) (14 P¢e(P,5Yy)) [ + o2 (L+ 05,62 (PypY)) ] + 53 PCe(Po3yy) +p

> gilplP) =

(A.5)
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) 5
Ty )
[CU (Pi1) a;B;(1 + b;) — aew‘cj}
(14 ¢(B)p) (1 +bj)(as + p)
[Bi (1 +b;) — acyyei] - C" (B p
(T+¢v () p) (1 +b5)(a; +p)
> 0,Vj € {kleix € Ue}, (A.8b)
where
By = _ 90(P|P) _
" 90(PIP) + 3tk jenersy 9(PIP)
o g;(P|P) Vie (klen el
Bj 90(PIP) =X ke criy 9 (PIP)’ j € {klew € Ue},

and Bo+>_ (., seu,y B = 1. Next, we aim to show that [Bo(1+
bo) — bo) > 0 and [/3]( b;j) — ae,;¢;] > 0, which, when
applied to (A.8), imply that, % —go(p|P) > 0 and each
VAT — il -

%.— 9 (p|P)2 0 for all p > P. To this end, consider
the following inequalities

pe’ S (1+p¢Y) = p(1+0*¢*) (1 +pC7), (A.9a)
pe” (L4 p¢®) (L+55:€°) = p(L+ a¢*)(1+ pC®),
(A.9b)

forall (¥ > 0,¢° > 0, p > 0 and p;; > 0, where the inequali-
ties are owing to e* > 1 + :c_for all x. Since p = 0.95 < 1, for
any p > 0, there must exist {¥(p) = {¢(p) > 0 such that

p(L+02C (p))(1+pC" () = p(L+02C () (1+pCE (p)) = 1.
Besides, by (14a), one has

pe” ¢ (14 pC* (p)
pe” W) (14 p¢e (p.5)) (14 € (pBn)) =

1,
1.

Thus, it follows from (A.9a) that (¥ (p) > ¢¥(p) for all p > 0.
Therefore, for 0 < P < 1, we have

¢V (Pi1) ao

= ¢ (p}y) (1 + PY(P))

<¢U(0)o*(1+1-¢°(1))

“hx (1)

L 1+ I (14072 1
_h’lp 1X<1w+ pT+T§>

(A.10)

<lnp

~ 0.0537 < 1,

where the first inequality comes from Lemma 5, ¢”(0) =
ln(;# is obtained from (14a), and the approximate value
0.0537 is obtained by using p = 0.95 and ¢? = 0.1 in (12a).
By applying (A.10) to (A.8a), we conclude that

Bo(l+bg) —bg > 0; (A.11)
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otherwise (A.8a) does not hold true. Similarly, we have (¢(p) >
¢¢(p,pjy1), forallp > 0, p3y > 0,

Cv(ﬁ%)aj
= ("(p) [(1 + P¢e(P,
+p5 PCE (P, pYy)]
< CU0) [(1+¢°(1Lp%)) 1+ 02
< 01—2 Inp ' [(1+ ()1 +o*(1 +¢°(1))] + ¢°(1)]

bi1)) [13?1 +‘72(1+13§1Ce(1371'3§1))]

~ 0.6181 < 1, (A.12)
and thus
Bi(1+bj) — e, c5 > 0,V5 € {klei € Ue}, (A.13)
as inferred from (A.8b). By (A.8), (A.11) and (A.13), we have
B;i¢” (9i1)

L g.(p|P) > 0,forp > P,j € {0YU{kle; € U},

By summing up the above inequalities, we have g(p|P) > 0
for all p > P. Hence, we have proved (A.4a), and the proof of
Lemma 4 is complete. [ |

APPENDIX D
PROOF OF LEMMA 5

Suppose that 0 < p; < ps. Then, we can obtain by (14a) that

1= 0.95857](”2)”2(1 + (" (p2)p2)
o 2

=0.95¢¢" PV (1 4 ¢ (py)py)
o 2

< 0.95¢¢" P71 4 ¥ (py)py).

Note that the above inequality is strict since ¢¥(p) > 0 for any
p > 0. Because the function pecv(p)"z(l + ¢(¥(p)p) is strictly
increasing in ¢¥(p), the above inequality implies that ¥ (p2) <
¢?(p1), i.e., the function ¢¥(p) is a strictly decreasing function
for p > 0. Accordingly, we can further obtain

1= 0.95¢"#2)7" (1 4 ¢¥(py)pa)
= 0.95¢5" @) (1 + ¢ (py)py)
> 0.95¢5" @)% (1 4+ ¢ (py)py),

which implies ¢¥ (p2)p2 > ¢”(p1)p1, namely, p¢* (p) is strictly
increasing for p > 0. The remaining statements about (¢ (p, 5)
and p¢©(p, P) in Lemma 5 can be proved similarly. [
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