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Abstract—This paper proposes a training-based channel es-
timation scheme for achieving quality-of-service discrimination
between legitimate and unauthorized receivers in wireless mul-
tiple-input multiple-output (MIMO) channels. The proposed
method has applications ranging from user discrimination in
wireless TV broadcast systems to the prevention of eavesdrop-
ping in secret communications. By considering a wireless MIMO
system that consists of a multiple-antenna transmitter, a legitimate
receiver (LR) and an unauthorized receiver (UR), we propose
a multi-stage training-based discriminatory channel estimation
(DCE) scheme that aims to optimize the channel estimation perfor-
mance of the LR while limiting the channel estimation performance
of the UR. The key idea is to exploit the channel estimate fed back
from the LR at the beginning of each stage to enable the judicious
use of artificial noise (AN) in the training signal. Specifically, with
knowledge of the LR’s channel, AN can be properly superim-
posed with the training data to degrade the UR’s channel without
causing strong interference on the LR. The channel estimation
performance of the LR in earlier stages may not be satisfactory
due to the inaccuracy of the channel estimate and constraints on
the UR’s estimation performance, but can improve rapidly in later
stages as the quality of channel estimate improves. The training
data power and AN power are optimally allocated by minimizing
the normalized mean-square error (NMSE) of the LR subject to
a lower limit constraint on the NMSE of the UR. The proposed
DCE scheme is then extended to the case with multiple LRs and
multiple URs. Simulation results are presented to demonstrate the
effectiveness of the proposed DCE scheme.

Index Terms—Artificial noise, MIMO channel estimation,
quality-of-service (QoS) discrimination, secret communications,
training signal design.

1. INTRODUCTION

HE need for discrimination between the quality-of-ser-
T vice (QoS) of different receivers in wireless systems ap-
pear in many applications, such as the QoS discrimination be-
tween paid and unpaid subscribers in TV broadcast systems,
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and the prevention of eavesdropping by unauthorized receivers
(i.e., eavesdroppers) in secret communications. Conventionally,
these issues have been addressed through the use of application-
level techniques such as user authentication [1] or cryptography
[2]. However, these methods may be subject to vulnerabilities
and difficulties in key distribution and management, especially
in highly dynamic wireless networks [3], [4]. Recent develop-
ments in physical-layer secrecy [5]-[9] have shown that this in-
formation security problem can also be handled in the physical
layer by directly exploiting the different fading characteristics
between the legitimate and unauthorized receivers’ channels. It
has been shown that the transmitter can reliably broadcast mes-
sage signals to the legitimate receiver without having the unau-
thorized receiver infer any information from the message if QoS
discrimination between the legitimate and the unauthorized re-
ceivers is guaranteed. These physical-layer techniques, there-
fore, can provide information security without involving any
complex key exchange and management. Besides, they can be
used as a complement to higher-layer security techniques. For
example, one can use these physical-layer secrecy techniques to
strengthen the security of the key exchanging process [3], [4].
Most of the existing works on physical-layer secrecy focus on
the study of the maximum achievable perfect secrecy rate, i.e.,
the so called perfect secrecy capacity [5]-[9], from an informa-
tion theoretic point of view, or on the design of channel coding
or beamforming strategies [10]-[15] under the assumption that
both the legitimate and unauthorized receivers perfectly know
their channel state information (CSI). We instead investigate the
problem of QoS discrimination from the channel estimation per-
spective through the design of training signals for discriminating
between channel estimation performances at receivers. The pro-
posed training and channel estimation schemes, therefore, iden-
tify a completely new problem that has not been addressed in
the literature.

In this paper, we consider a wireless multiple-input multiple-
output (MIMO) system that consists of a multiple-antenna trans-
mitter and two (multiple-antenna) receivers, namely, the legiti-
mate receiver (LR) and the unauthorized receiver (UR). The UR
is assumed to be passive and it would not emit signals to prevent
communication between the transmitter and the LR. To discrim-
inate between the LR and the UR’s reception performances, we
propose a multistage training-based channel estimation scheme
that aims to optimize the channel estimation performance at the
LR while constraining the estimation performance attainable by
the UR. Inspired by the work of Goel and Negi [11], discrim-
ination of channel estimation performance is achieved by uti-
lizing artificial noise (AN) in the left null space of the LR’s
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channel to degrade the estimation performance at the UR. This
requires the transmitter to obtain knowledge of the CSI of the
LR, which can be achieved through feedback at the end of each
stage. The quality of the channel estimate obtained by the UR
is constrained due to the use of AN while the channel estimate
at the LR can be refined through multi-stage training. The more
accurate the knowledge of the LR’s CSI at the transmitter is, the
more effective the use of AN can be. Discrimination between the
channel estimation qualities leads to differences in the effective
channel experienced by each receiver. From a signal processing
point of view, this leads to performance discrimination in data
detection and channel decoding achieved by the LR and the UR,
and will make the UR have a low probability to intercept the in-
formation message. [3], [16].

Specifically, in the first stage of the proposed discriminatory
channel estimation (DCE) scheme, the transmitter broadcasts a
training signal, as in conventional MIMO training schemes [17],
[18], to perform preliminary training on the LR’s channel. As-
sume that the signal is received by both the LR and the UR, and
that linear minimum mean square error (LMMSE) channel esti-
mation is performed at both receivers. The preliminary training
signal power must be restricted in order to constrain the UR’s
channel estimation performance, but doing this also limits the
quality of the LR’s channel estimate. By having the LR feedback
its preliminary channel estimate, the transmitter can send in the
next stage another training signal that contains AN in the left
null space of the LR’s channel. The AN-aided training signal
can degrade the UR’s estimation performance while allowing
the LR to refine its channel estimate. Multiple stages of this
feedback-and-retraining process can be performed to further re-
fine the channel estimate at the LR. We show that the transmitter
must be more conservative when utilizing AN in early stages,
since the lack of precise channel knowledge will cause noise
leakage into the LR’s channel [19] and thus corrupt its channel
estimate. Therefore, we propose to judiciously design the power
allocation between the training data and the AN by minimizing
the normalized mean square error (NMSE) performance of the
LR subject to a performance constraint on the UR. In the case
with only one feedback-and-retraining stage, we show that the
power allocation problem, though not convex, can be solved by a
simple line search. However, in the case with multiple stages of
feedback and retraining, the power allocation problem becomes
intractable. We instead propose to obtain an approximate so-
lution by using the monomial approximation and condensation
method [20] in the context of geometric program (GP). The con-
densation method involves solving a sequence of convex GPs,
and hence a suboptimal but effective power allocation scheme
can be efficiently obtained by interior point methods [21]. We
will also extend the proposed training design and DCE scheme
to the scenario with multiple LRs and multiple URs. Simula-
tion results will show that the proposed design can render LRs
to acquire accurate channel estimates while holding the NMSE
of URs at a high value.

The rest of this paper is organized as follows. The wireless
MIMO system model and the proposed DCE scheme are pre-
sented in Section II. We first focus on the scenario with one LR
and one UR. In Section III, we analyze the channel estimation
performance with a single feedback-and-retraining stage, and
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Fig. 1. Diagram of a wireless MIMO system consisting of a multi-antenna
transmitter, a multi-antenna legitimate receiver (LR) and a multi-antenna unau-
thorized receiver (UR).

present a design criterion for optimal allocation of the training
data and AN powers. In Section IV, we study the optimum
training design and power allocation policy for the case with
multiple stages of feedback and retraining. The proposed DCE
scheme is extended to systems with multiple LRs and multiple
URs in Section V. In Section VI, the efficacy of the proposed
method is demonstrated by computer simulations. Finally, the
conclusion is drawn in Section VIIL.

II. PROBLEM STATEMENT AND SIGNAL MODEL

As shown in Fig. 1, we consider a wireless MIMO system
that consists of a transmitter, a legitimate receiver (LR) and an
(passive) unauthorized receiver (UR) (e.g., the unpaid user in
TV broadcast systems or the eavesdropper in secret commu-
nications). The system will be extended to that with multiple
LRs and URs in Section V. We assume that the transmitter, the
LR and the UR have N;, N, and Ny antennas, respectively.
To enable channel estimation at the LR, the transmitter must
broadcast a sequence of training signals, but this may also allow
the UR to perform channel estimation. To prevent the UR from
benefiting from the broadcasted training signal, we propose a
multi-stage discriminatory channel estimation (DCE) scheme
described as follows.

* Preliminary training: In the initial stage, the transmitter
first emits a sequence of regular training signals (that con-
sists of only training data) for preliminary channel estima-
tion at the LR.

* (Multiple) feedback and retraining: In the next stage, the
LR sends back the channel estimate obtained in the pre-
vious stage to the transmitter (while the UR is allowed
to intercept the fedback channel estimate!). The fedback
channel estimate enables the transmitter to use artificial
noise (AN) to degrade the channel estimation performance
of the UR. Specifically, the transmitter broadcasts another
sequence of training signals which superimposes training
data with AN that is placed in the left null space of the LR’s
channel estimate. Both the LR and the UR will make use of

As will be seen in Section III-A, the UR can perform the optimal LMMSE
channel estimation without using the intercepted channel estimate. Moreover,
if the transmitter employs the so called secrecy channel coding [6], [8] in the
data transmission phase, this intercepted channel estimate is useless and does
not enable the UR to intercept the information message sent by the transmitter.
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the training signals in both stages to refine their channel es-
timates, but the performance of the UR will be constrained
due to AN. The feedback-and-retraining process can be re-
peated multiple times, if necessary.

Assume that the feedback-and-retraining process is per-
formed K times such that there is a total of K + 1 stages in
the training process, and that the channels from the transmitter
to the LR and to the UR remain static over the entire training
process.2 Let X, € CTexN: denote the transmitted training
signal matrix in stage k, with the signal length equal to T}. The
signals received by the LR and the UR are respectively given by

LR :Yk :XkH-l'Wk, (l)

UR: Zk :XkG+Vk, (2)
for k = 0,1,..., K, where the parameters are defined as fol-
lows:

The MIMO channel matrix of the LR. The
elements of H are assumed to be inde-
pendent and identically distributed (i.i.d.)
random variables with zero mean and vari-
ance equal to o'%.

The MIMO channel matrix of the UR. The
elements of G are assumed to be i.i.d.
random variables with zero mean and vari-
ance equal to o2.

H ¢ CNexNe

G e CNexNy

W, e CLexNe  Additive (spatially and temporally) white
Gaussian noise (AWGN) matrix at the LR,

with the power of each entry equal to 2.

AWGN matrix at the UR, with the power
of each entry equal to o2.

Vi € CToxN

Let P be the training data power at stage k, for
k =0,..., K. The training signal matrices Xy, k =0,..., K,
are de51gned as follows. In the initial stage (i.e., & = 0), the
transmitter broadcasts a pure training signal

POTO
Ny

Xo = Co 3)

for preliminary channel estimation at the LR, where
Cy € CT*Ne js the training data matrix satisfying
Tr(CHCy) = N, in which Tr(-) represents the trace of a
matrix. The LR uses the received signal Y and the training
signal X to obtain a preliminary estimate of H, denoted by
ﬂo, and sends ﬂo back to the transmitter.

With knowledge of H, at the transmitter, we can then design
the training signals that contain AN in the left null space of
ﬂo [11] in an attempt to corrupt the UR’s channel estimate.
Specifically, by assuming that V; > Np, the training signal in
stage 1 is given by

P T;
Xi ==y, C1+ AN )

2The impact of time-varying channels on the proposed DCE scheme will be
investigated by computer simulations in Section VI.
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where C; € CT*Nt represents the training data matrix sat-
isfying Tr(CHC,) = Ny, Ny, € CNex(Ni=N1) ig a matrix
that spans the left null space of H, and satisfies NH Ny, =
In,—n, (the (Ny — Nz) by (N; — Np) identity matrlx) and
NH Hg = 0,and A; € CTtx(Ve—No) jg an AN matrix with
each entry being i.i.d. zero- mean complex Gaussian random
variables with variance equal to Ua,l' It is worthwhile to notice
that the LR may also suffer from the AN added in (4) since the
estimate ﬂo is in general not perfect [19]. Therefore, the alloca-
tion between the training data power P; and the AN power o7 |
should be designed carefully.

The training design rule used in (4) also applies to X, for
k = 2,..., K, if multiple feedback-and-retraining stages are
performed. This will be discussed in detail in Section IV. In
the next section, we focus on the case of K = 1 (one feed-
back-and-retraining stage) and present a design criterion for the
discrimination between the estimation performance of the LR
and that of the UR.

III. DISCRIMINATORY CHANNEL ESTIMATION FOR K = 1

In this section, we first analyze the channel estimation per-
formances of the LR and the UR, considering that the training
signal design proposed in the previous section is used with K =
1. For simplicity of formulation, we assume that orthogonal
training data are used, that is, CgI Cy =1y, and CfCl =1Iny,.
Then, we find the optimal set of training data powers Py, P, and
the AN power 0271 that minimizes the NMSE of the LR subject
to a lower limit constraint on the NMSE of the UR.

A. NMSE Analysis and Design Criterion
Let us assume that both the LR and the UR employ the
LMMSE criterion3 [23] for channel estimation. In that case, the
preliminary channel estimate of H at the LR in the initial stage
(i.e., stage 0) is given by
R -1
H0:02X5(0§X5X§+4ﬁ1%> Y, ®)

£H+ AH, 6)

where AH, € CN+*Nt denotes the estimation error matrix.
One can show that AHg, has the correlation matrix given
by [23]

1
E{AHMAH@H}:A@< —In, +
OH
1
_NL< +

The NMSE of AH, is then defined as

PyTo g !
N,QC CO

PyTy
Iy.. 7
Neo? > N, @)

NMSE® 2 Tr (E{AHy(AH,)"}) _ (L n Py'To _1.
L NtNL U%{ NtU?L‘

3Readers who are interested in the proposed DCE scheme using best linear
unbiased estimation (BLUE) are referred to [22].
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In the next stage (i.e., stage 1), the LB can make use of both
Y and Y; as well as knowledge of Hj to refine its channel
estimate. Specifically, by (1), (3), and (4), we have

A YO
ve |7
_ - B2 Co H Wy
o PITIC + AlNgOH'i'Wl
@ B2Co H Wy
- P C + _AlNgo AHO + W1
2CH+W 9)

where (a) follows from (6) and the fact that Ngg Hy, = 0.In
(9), we have defined

oo |V aw - b
| e, | T T [ AN AHo+ W |
N, 1 0
(10)

Applying the LMMSE criterion to (9), the LMMSE estimate of
H in stage 1 is given by
R B o -1
H, =0%CH (@ccH + RW> Y (11)

where Ry, = E{WVYH 1 is the correlation matrix of W. The
associated NMSE of H; can be computed as [23]

-1
_ 1A
NN,

NMSE® = (12)

By the statistical independence among Wy, Wy and Ay, one
can show that

R NL O’,g)ITO 0
WEL 0 (BUINE AH|3}e2, + Neo ) T, |
(13)
Recall that Hy and AH, are statistically uncorrelated due to

the orthogonality principle [23]. By (7), (8) and the fact that
Ng Nro = In,—nN,, one can show that
0
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Substituting (13) and (14) into (12) yields (15) and (16), shown
at the bottom of the page, where (a) follows from (8) and the
premises CgICg = Iy, and Cflcl =1Iu,.

The NMSE performance of the UR can be analyzed as fol-
lows. By (2), (3) and (4), the received signal at the UR is given

by
/POTOCO v
Zé[zo}: % G+[ANH(% V]
VA P]llecl NG + Vi

£CG+V (a7

where V is the noise matrix involving Vg and V in the first line
of (17). By applying the LMMSE criterion, the UR can obtain
the channel estimate as

-1
G =o0iCH <agCCH +E{VVH}> Z %G+ AG (18)

where the covariance matrix of V can be computed as

Ry 2E{VVH}
B |:NU(712)ITO 0
= 0 Ny ((N: = Np)o2 04 +02) I, |
(19)

Note from (18) and (19) that the UR can perfgrm the optimal
LMMSE channel estimation with no need of Hy, even though
the UR is assumed able to intercept it. By (18) and (19), the
NMSE of the UR in stage 1 is given by

Tr (B{AG(AG)H})

NMSED &
v NNy
-1
1 ~ —1F
= N.No (20)
1 P -1
N,
= + L 21
<NMSE(L9) (Nt = Np)og 0% + 0’%) @D
where
-1
) _ 1 PyTy,
NMSE;,’ = <% + N0z (22)

is the NMSE of the UR when using only the training signal in
stage 0 for channel estimation. Note from (21) and (22) that

B{[NT AHg|3} = NL(N, — Nz) - NMSEY.  (14) NMSE{} < NMSE (23)
1 Py, s -
Ny
NpTr (EIM + a;zj]\?tCOHCO + NMSEPT (N, Np)o? 1% C{{Cl>
NMSE(Y = (15)

1

NNy,

P Ty
N,

—1
(a)
(0) + (0) 2
NMSE{” = NMSE{” - (N; — Np)o2; + o2,

(16)
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whenever P77 > 0. This implies that, compared to using Z
only, the UR can obtain better channel estimation performance
by using both Z and Z, even though Z; is poisoned by AN.

With (16) and (21), we propose to find the optimal set of
training data powers Py, P; and AN power 0371 by solving the
following optimization problem:

min  NMSE{ (242)
Py,P1,07 >0
st. NMSEW® > 4, (24b)
2 2
E{||Xol|%} + E{[IX1]|%} < Pove,  (240)

To+ 14 -

where v > 0 is the preassigned lower limit on the UR’s achiev-
able NMSE, and P, > 0 is the maximum average transmis-
sion power. By (3) and (4), the constraint in (24c) becomes

B{IXollF}+E{IX1/I7} = PoTo+(Pi+(Ne=Np)og 1) Ty
S Pave(TO + Tl) (25)

which represents an average energy constraint on the training
signals over both stages. We can see that the design criterion in
(24) aims to minimize the NMSE of the LR while enforcing the
NMSE of the UR to be no less than ~.

It is interesting to remark that, when

1 Pave(TO + Tl) !
7S <Ué - Nio3

(26)
where the right-hand side is the minimum NMSE achievable
at the UR without any interference from the AN, problem (24)
yields the trivial solution where o7 ; = 0 and Py, P; (> 0) are
any values that satisfy PyTy + PiTy = Pave(To + T1). This
implies that no AN is needed and thus there is no performance
discrimination between receivers. Moreover, by (22), (23), and
(24b), it must hold that

1 PTy\ ' @
ygNMSES)gNMSES)):< + °°>

- < g2 (27
O'é Nyo? S oc (27)

where (a) follows from the fact that Py7p > 0. Hence, in the
following, we shall consider only the interesting case of

+ Pavo(TO + Tl)

1
28
<O’é Nto',?) ( )

-1
> <y <ok

B. Optimal Power Allocation

To illustrate how problem (24) can be solved, let us define
a = PQT(], b= P1T1, Cc = (Nt — NL)UZ,I and

1 1
5 & <— - —2> Nyo? > 0. (29)
Y Og
In this case, the condition in (28) reduces to
0 S’S/ S Pave(T0+T1)- (30)
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Then we can reformulate problem (24) into the following max-
imization problem:

(Nyo2 +a% -a)-b

a%l,%}zio o+t Nio2 + 0% -a+ Nyo? - ¢ (312)

st. a-+ i <7, (31b)
0% -c+o2 ="

a+ Ty c+b< Pae(To+T1). (31c¢)

By close inspection of the problem structure of (31), we show in
the following proposition that the three-dimensional optimiza-
tion problem can be solved by a simple one-dimensional line
search. The proof is given in Appendix A.

Proposition 1: Ler {a*,b*,c*} be the optimum solution to
the nonconvex optimization problem in (31) with 0 < 4 <
Pave(TO + Tl) For

% _ %\ A
n= N (—2——2>>% (32)
9%¢ %H

the optimal solution to problem (31) is given by ¢* = 0 (i.e., no
AN is needed) and any o*, b* > 0 such that a* + b* = 7 (e.g.,
a* = b* = 4/2). On the other hand, for n < 7, the optimum
value of a (i.e., a*) can be obtained by solving the following
one-variable optimization problem:

(N2, + o%a) - b(a)

33
max - a+ Nio2 + Nyo2 - c(a) + o%a (35a)
s.t. max{n,0} <a<¥ (33b)
where
Pove(To +T1) — 7
(a) = PelTo T T1) — 5 (34)
T +3 ()
b(a) = o2 (%) c(a) +4 — a. (35)

The associated values of b* and c* are given by b(a*) and c¢(a*),
respectively.

Proposition 1 implies that a globally optimal solution of
problem (31) and, thus, problem (24) can be conveniently
obtained via a simple line search with respect to a over the in-
terval [max{n, 0}, 7], provided that n < ¥; otherwise a simple
closed-form solution can be readily obtained with ¢* = 0 and,
e.g., a* = b* = 4/2. To gain more insights from Proposition
1, one may interpret n in (32) as a measure of channel quality
difference between the UR and the LR. When n > 7, it implies
that the UR is under a much worse channel condition (either
with a larger noise power or a smaller channel variance) than
the LR, so there is no need to use AN to interfere with the UR.
However, when < 4 or even n < 0, which implies that the
UR has a comparable or even better channel condition than the
LR, additional AN has to be transmitted in order to limit the
UR’s channel estimation performance.
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IV. DISCRIMINATORY CHANNEL ESTIMATION FOR K > 1

We notice that, even with the optimal power allocation, the
NMSE performance of the LR may be limited if we are only
allowed to perform one stage of feedback and retraining. This
is true especially when + is set to a high value or when the UR
has a much higher signal-to-noise ratio (SNR) than the LR (e.g.,
when 02 /0% < 02 /c%). In either of these cases, the training
energy P71} in stage O must be small in order to meet the con-
straint in (24b), which then degrades the quality of the LR’s pre-
liminary channel estimate. The lack of accuracy in the prehm-
inary channel estimate (i.e., the large value of NSMEL ) will
restrict the use of AN in stage 1 and thereby limit the ability of
the training scheme to discriminate the LR’s and the UR’s per-
formances [see (16)]. Fortunately, this problem can be resolved
by performing multiple stages of feedback and retraining as de-
scribed in this section.

We consider the case where the channel estimate feedback
and retraining process is repeated K times (K > 1) so that there
is a total of K + 1 stages of training when including the initial
stage. For k > 0, let Hi_; be the channel estimate obtained at
the LR from the observations Yo, ..., , Y;_1 and training data
Cy,...,Ck_1. In the kth stage of training, the discriminatory
training signal X, is given by

PTy,

t

X, = Cr+ AN (36)

where C;, € CT+*N:t is the deterministic training data matrix
satisfying CECy, = Iy, Ny | € (}NﬁX(Nt’NL) is a ma-
trix which spans the left null space of Hy,_1, and the AN ma-
trix Ay € CT+*(Ne=Ni) consists of i.i.d. complex Gaussian
random variables with zero mean and variance equal to o2 .
Denote by

AHy_; = H, - H (37)
the estimation error matrix at stage k& — 1. For the case with

multiple times of feedback and retraining, the signal received at
the LR over the K 4 1 stages is given by

Yo =2 CoH + W (38)

Y. = P]’f’“ CyH + AN H+ W,
\/?CkH AkN AHk_l + W, (39
for k. = 1,..., K. Following the analysis as presented in

Section III-A, one can show by induction that the NMSE
obtained by the LR through K feedback-and-retraining stages
can be expressed in the following recursive form

1
NMSE{* "

Pr Tk
N,

+
NMSE =Y (N, —

NMSE) = (

~1
. (40)
Np)o? i + 02,
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with the initial NMSE{" given in (8). Similarly, the NMSE of
the UR at stage K can be obtained as

NMSE(X)

1 P Tx -1
N
(NMSE(K D" (N = Np)o? aKUG+02>
K P -1
_ 1 DT +Z o
Nta — (Ny — ) kaG + 02

(41)

With (40) and (41), we can jointly optimize the power values

of {Py, P1,..., Pk, 02’1, ce US,K}, by using a design crite-

rion as in (24). Specifically, we consider the following optimiza-
tion problem:

min NMSE{) (42a)
Py,Py,0% >0, k=1,...,.K
s.t. NMSE) > 4, (42b)
K
S TE{Xil}} < PaeT,  (420)
k=0

where T = Z,I::O T}y, and (42c) is the average energy con-
straint. By (36), the constraint in (42c) can be expressed as
K
PoTo+ Y (PeTy + 02 1 (N = Ni)Ti) < PaveT.
k=1

(43)

In comparison with (24), the optimization problem (42) is much
more involved due to the recursive structure in (40). In fact,
(42) is a nonconvex optimization problem, and the globally
optimal solution becomes intractable as K > 1. However,
we present in Appendix B that the problem in (42) can be
handled efficiently by using the monomial approximation and
the condensation method (a successive convex approxima-
tion method) in the context of geometric programming (GP)
[20]. The condensation method basically involves solving a
sequence of convex GPs, provided that a feasible initial power
allocation is given [24]. Since GP can be efficiently solved by
interior point methods in a polynomial-time complexity [21],
an approximate solution to problem (42) can be efficiently and
reliably obtained. For example, one can use the MATLAB opti-
mization toolbox CVX [25] to solve the GPs. The condensation
method for solving problem (42) is summarized in Table I.

An initial set of feasible power values of problem (42) can
be conveniently obtained as follows. Suppose that one has ob-
tained the optimum solutions P and P;* and (o7 ;) of problem
(24) (with K = 1) through the simple line search method (see
Proposition 1). We can tentatively obtain a set of power values
as

PP}
Pl = - 1 44
" PE (N = Ni)(o7 ) @
ave(o-* )2
* \2 45
(Ua,k) Pl* ( )( ) ( )

fork =2, ..., K.Itcan be verified by (43) that the set of power
values {P0 P1 ..... Pr(or )% (%,k) } is feasible to
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TABLE 1
CONDENSATION METHOD FOR PROBLEM (42)

Given an initial set of feasible power values
{Py, Pr,..., nyﬂg,ly ...,02 .}, and a solution accuracy
€e>0. ’

Step 1.  Set

-1

_ 1 PyTo P
a=|—55+—>5 , to=a

0 <U§I Ntag,) 0 0

PTy -
ag = ;\f E, by = 0402 1 (N — Np) + o7,
t
_ _ tr_1PiTy /N,
T = tp—1 + ’“’;’“/_‘ s k=1, K,
(Nt = Np)oj , +t,-10%,

Step 2. Compute {5 ;}?_,, k=1,..., K, by (A.17) and (A.13).

Step 3.  Solve (A.20) (e.g., by CVX [25]), and obtain the optimal solution
as {ag,ap, by, 5,65, k=1,...,K}.

Step 4. If (13, — Lk )/lx > €, then let

ao = aj, to =1,
dk:a;, BkZb;, L_kZL;, k=1,...,K,

and go to Step 2; otherwise, output

1 1\ Nio2 ar N,
PJ:(___> tO’w’sz k L,

ag a?{ To Tk
b* _0.2
or )=t k=1,...,K,
(%) 0&(Ne — Nr) '

as an approximate solution to problem (42).

(42¢) [(43)] but may not satisfy the constraint in (42b). To solve
this, one can simultaneously scale down {Pj,Pf,..., P}}
such that (42b) holds with equality to obtain an initial set of
feasible power values for problem (42). By our experience in
simulations, this simple initialization approach works well for
the condensation method in Table 1.

V. DISCRIMINATORY CHANNEL ESTIMATION WITH
MULTIPLE LRS AND URS

In the previous sections, we have focused on the scenario
where there is only one LR and one UR. In this section, we ex-
tend the proposed DCE scheme to the case with multiple LRs
and multiple URs.

Assume that there are M, LRs, each equipped with Ny, an-
tennas, and My URs, each equipped with Ny antennas, and
that N, > MpNy. Let H; € CN:*Nt denote the MIMO
channel matrix between the transmitter and the 7th LR, and let
G; € CN*Nu denote the MIMO channel matrix between the
transmitter and the jth UR. The elements of H; and G are
i.i.d. random variables with zero mean and variances equal to
J%_I’,L- and aé’ ;» respectively. The received signals at LR ¢ and
UR j are respectively given by

LR7: Yv‘,,k :XkHi, + W’i,k-,
URJ : Z]'_’k. :Xij + Vj,ka

i=1,...,M;
j=1,....My

(46)
(47)

for k = 0,...,K, where W, € CT"*Nv and V;; €
CTeXNu are the AWGN with the power of each entry equal to
o ;and o7 ;, respectively. Let H; , € CN**N* be the channel

estimate of the th LR obtained at stage k, and assume that all
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the LRs send back their channel estimates to the transmitter.
Then similar to (3) and (36), the training signals are given by

PyTy
X, = C 48
0 N, <0 (48)
PTy, o
X, = N, Cr+ AkNﬂk.,l 49)

where Ny, € CNex(Ne=MLNL) is a matrix that spans the left
null space of the channel estimate

Hia :[I:II,k—hI:I?,k—l-, - 7I:IML,k—1] € CN ML,

(50)
Since the training signals are broadcast to all the receivers, both
LRs and URs can use the same training signals Xy, ..., Xx
to perform channel estimation. Hence, the NMSE of the LRs
and that of the URs have the same structures as those in (40)
and (41), respectively. The training design formulated in (24)
and (42) can then be extended to the case with multiple LRs
and multiple URs by minimizing the worst NMSE performance
among LRs subject to NMSE constraints on all the URs. The
design formulation is given as follows

min { max NMSE(L“‘)} (51a)
PO.Pk.ailkzo. i=1,...,My,
k=1,...K
s.t. NMSEY™) >+ vji=1,...,My, (5lb)
K
S TE{Xi]|F} < PaveT (51c)
k=0

Here, NMSE(L“K) and NMSE%}’K) denote the NMSEs of the
1th LR and the jth UR at stage K, respectively. Problem (51)
can be efficiently approximated by the monomial approximation
and condensation method in a way similar to that presented in
Section IV and Appendix B.

The design problem in (51) can be simplified for the spe-

; 2 2 _ 2 2 _
cial case where oy = oy = --+ = oy, and o =

04y = - = 0& g, In particular, by (40) and (41) one can
see that the LR with the largest 012“. would have the largest

NMSE(Z”K), and the UR with the smallest o2 . would have

v,J
the smallest NMSES’K). In this case, one needs only to con-
sider the performances of these two users in the training signal
design. For example, if o7, ; < o055 < -+ < o7 5, and
021 < oty < --- < 0y, then the design problem in (51)
can be reduced to

min NMSE{M#5) (52a)
Py,Py,02 | >0, k=1,....K
st. NMSE{(™) > 4 (52b)
K
STE{IXel}} < Pl (520)
k=0

which is similar to problem (42) in this special case.

VI. SIMULATION RESULTS AND DISCUSSIONS

In this section, simulation results are presented to demon-
strate the efficacy of the proposed training signal design and
DCE scheme. We first consider the wireless system shown in
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Fig. 1 with one LR and one UR. We assumed that the transmitter
has four antennas (N; = 4), and both the LR and the UR have
two antennas (N, = Ny = 2). The elements of the channel
matrices H and G were i.i.d. complex Gaussian random vari-
ables with zero mean and unit variance (0% = o2 = 1). The
training data matrices Cy, k = 0, ..., K, were randomly drawn
from semi-unitary 7} X IN; matrices. The average power P,y
was set to 30 dBm ( Pay. = 1) and the training signal length per
stage was set to

TO:T0:-~-:TK:{ 300 J

K+l (53)

Note from (53) that we have partitioned the training sequence
into (K 4 1) equal-length segments, and fixed the total training
length (which was 300)* for any choice of K. Except for the
4th simulation example below, we assumed that the channel ma-
trices H and G were static during the whole training process.
In the simulation, we consider an “NMSE lower bound”

- —1
1 Pue X, T
NMSE lower bound = (—2 + #) (54)
oy Nio

which represents the best NMSE performance achievable at the
LR without using any AN (i.e., 03, r = 0forall k). Note that this
bound also corresponds to the NMSE performance achieved by
the conventional (non-discriminatory) MIMO channel estima-
tion scheme [17]. With 0% = 0% = 1 and P,y. = 1, the SNRs
at the LR and the UR were defined as

_ T B{IXGH|E) L
S E{IWHZY  on
. i%oE{HXkGH%}:%
SO B{IVilZ ot

respectively. Each simulation result was obtained by averaging
over 1000 channel realizations.

1) Example 1: In this example, we examine the performance
of the proposed DCE scheme by assuming that SNRp, = SNRy.
In Fig. 2(a), we present the NMSE performances of the LR
and the UR for v = 0.1 and v = 0.03 with only one stage
of feedback and retraining (i.e., with K = 1). The optimal
power values Py, P; and o2 ; are obtained via (24) and Propo-
sition 1. First, one can see from Fig. 2(a) that NMSEs of the
UR are successfully constrained above 0.1 and 0.03, respec-
tively. Second, we see that the NMSE performance discrimi-
nation between the LR and the UR is limited for v = 0.1;
while it is more appreciable for v = 0.03, demonstrating a
tradeoff between the value of v and the achievable NMSE of
the LR. We can also see from the figure that a large gap ex-
ists between the NMSE attainable by the LR and the NMSE
lower bound. This result implies that the LR’s channel estima-
tion performance must be sacrificed compared to the conven-
tional training scheme in order to constrain the UR’s channel
estimation performance. The NMSE performance of the LR and
the UR for K = 11 are displayed in Fig. 2(b). The optimal
power values { Py }r_, and {07 , } /<, were calculated via (42)

SNRL

(55)

SNR

(56)

“In IEEE 802.11a wireless LAN systems [26], the training sequence length
for channel acquisition is around 284 samples.
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using the condensation method in Table I. The solution accuracy
¢ in Table I was set to 1072 (¢ = 10~3). By comparing Fig. 2(b)
with Fig. 2(a), it can be seen that the LR’s NMSE performance
is greatly improved for both v = 0.1 and for v = 0.03, whereas
the NMSEs of the UR are still above the specified level. More-
over, we can see that the gap between the LR’s NMSE and
the NMSE lower bound is significantly reduced for the case of
v = 0.03, showing the efficacy of the proposed DCE scheme.

Fig. 2(c) illustrates how the NMSEs of the LR decreases
with K (i.e., the number of feedback-and-retraining stages) for
SNRp = 20dB. As can be seen from this figure, a signifi-
cant NMSE performance discrimination can be achieved with
K = 3, showing that the proposed DCE scheme actually works
well even with a small number of K.

To illustrate how multiple stages of feedback and retraining
can improve the DCE performance, we plot the optimized power
values of { P} and {02 , } K| in Fig. 2(d) for v = 0.03 and
SNR;, = SNRy = 25 dB. We can see that the optimized P
is relatively small in order to limit the UR’s best NMSE per-
formance to 0.03. After that, the optimized P as well as AN
powers o2 , monotonically increases since the NMSE(Lk) grad-
ually decreases from one training stage to another [see (40)].

2) Example 2: In this example, we examine the detection
performances of receivers using the channel estimates obtained
with the proposed DCE scheme. We considered the scenario
where the transmitter sends to the LR a 4-by-4 complex orthog-
onal space-time block code (OSTBC) which has N; = 4 and
T = 4 (the code length), and contains three QAM source sym-
bols per code block [27]. Both the LR and the UR will use their
channel estimates obtained with DCE to decode the unknown
symbols.> The simulation was conducted with N, = Ny = 2
and SNR;, = SNRy. The average symbol error rates (SERs)
of the LR and the UR were obtained by averaging over 50 000
channel realizations and OSTBCs. Fig. 3(a) presents the asso-
ciated average SERs for 64-QAM OSTBC and v = 0.1. Note
that we only plot the SER curve of the UR for K = 1 since the
UR has almost the same average symbol error performances for
all the values of K. One can see from this figure that, with in-
creased K, the SERs of the LR gradually improve while that of
the UR remains around 0.5. We should mention that the trans-
mission rates in the simulation are kept the same for all K
since the total training length has been fixed to 300 [see (53)].
In Fig. 3(b), the associated SERs for 64-QAM OSTBC and
v = 0.03 are presented. In comparison with Fig. 3(a), one can
see that the performance discrimination becomes much more
evident for v = 0.03, even with one feedback-and-retraining
stage only (K = 1). For K > 3, we see from this figure that
the LR can achieve SER performance close to that with perfect
CSI; whereas the UR’s SER is still limited to around 0.1. In
Fig. 3(c), we further display the SERs for 256-QAM OSTBC
and v = 0.03. Similar performance trends can be observed. It is
worthwhile to note that the SER results in Fig. 3 are consistent
with the channel estimation performance in Fig. 2(c).

3) Example 3: In this example, we consider a wireless system
with 2 LRs (say LR 1 and LR 2) and 3 URs (say UR 1, UR 2,

51t is worthwhile to note that square OSTBC:s (i.e., with N, = T') in general
cannot be properly decoded without CSI at the receiver. See [28] and [16] for the
details. Therefore, the UR has to use its channel estimate for symbol decoding.
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Fig. 2. Simulation results of NMSE performances of the proposed DCE scheme for N; =4, N, = 2, Ny = 2 and SNRy, = SNRy: (a) K =1,(b) K =11,

(¢) SNRy, = 20dB, and (d) v = 0.03, K = 11, SNR, = 25dB.

and UR 3) (see Section V). We set N; = 6 and N, = Ny = 2,
and let all the channels of LRs and URs have unit variance (i.e.,
0%, =05,=1andoZ |, = 0%, = 0% 3 =1). The SNRs of
LR 1 and LR 2 are set to 30 and 20 dB, reépectively. The SNRs
of UR 1, UR 2 and UR 3 were set to 40, 30, and 20 dB. Ac-
cording to (52), we only consider to minimize the NMSE of LR
2 subject to an NMSE constraint on UR 1. Fig. 4 displays the
NMSE performances of LRs and URs for v = 0.03. We can see
from this figure that the NMSEs of all URs are successfully con-
strained above 0.03, while the NMSEs of the two LRs rapidly
decrease as K increases. Moreover, LR 1 has better NMSE per-
formance than LR 2 since the former has a higher SNR value.
4) Example 4: As the final simulation example, we inves-
tigate the performance of the proposed DCE scheme in time-
varying channels. The motivation of conducting such a simu-
lation is that the channel from the transmitter to the LR and
that from the transmitter to the UR may have changed from
one stage to another during the DCE process. For simplicity,
we assumed one LR and one UR, and set N; = 4, N, =
Ny = 2, and SNR;, = SNRy in this simulation example.
Let us define H[t] and G[¢t] as the transmitter-to-LR and trans-

mitter-to-UR channel matrices at time ¢ for ¢ = 1,...,300. We
assumed that each of the entries of HJ[t] and GJt] vary from
one time sample to another following the rule of Jakes’ channel
model [29]. Let H; ;[t] and G; ;[t] be the (¢, j)th entry of H]¢]
and G{t], respectively. Suppose that the LR and the UR have
the same maximum Doppler frequency fp. The autocorrela-
tion of H; ;[t] and that of G; ;[t] by Jakes’ model are given by
E{H; [0H, i1t + 11} = B{G},[0G: [t + 1]} = Jo(2n foT.)
where the superscript “*” denotes the complex conjugate, Jo(-)
is the zero-order Bessel function of the first kind and 1 /7 is the
system sampling rate. Since both H[¢] and G{[¢t] are time-varying
from¢ = 1 to ¢t = 300, we take the NMSEs of the channel
estimates of H[300] and G[300] as the performance measures.
In Fig. 5(a) and (b), we show the NMSE performance for the
Doppler rate fpT, = 1074, and for K = 3 and K = 11,
respectively. By comparing Fig. 5(b) with Fig. 2(b), it can be
observed that the LR’s NMSE performance degrades and ex-
hibits an error floor since the added AN may leak into LR’s
channel due to the time-varying channels. To further see how
the time-varying channel can affect the proposed DCE scheme,
we show in Fig. 5(c) the NMSE performance with respect to the
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Fig. 3. Symbol error rates of the LR and the UR in an OSTBC system with
N, = 4, N = 2, Ny = 2 and SNR;, = SNRy. The channel estimates
obtained by the proposed DCE scheme were used for OSTBC decoding: (a)
64-QAM OSTBC, v = 0.1, (b) 64-QAM OSTBC, v = 0.03, and (c) 256-QAM
OSTBC, v = 0.03.

Doppler rate fpT;s fory = 0.03 and SNRy, = SNRy = 25 dB.
It can be observed from this figure that not only the NMSE per-
formance but also the discrimination between the LR and the
UR can deteriorate with increased Doppler rate fp7;. Never-
theless, one can see from Fig. 5(c) that successful performance
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Fig. 4. Simulation results of NMSE performances of the proposed DCE
scheme for N, = 6, N, = 2, Ny = 2 and v = 0.03, with 2 LRs and 3 URs.

discrimination between users can be achieved for Doppler rate
fpT, < 10~%, which is a typical Doppler rate value for existing
wideband wireless applications. For example, in WiMAX sys-
tems [30], the Doppler rate is around 8.33 x 10> when the
mobile user is moving with a speed of 100 km/h.

VII. CONCLUSIONS AND FUTURE WORKS

In this paper, we have presented a training signal design and
a DCE scheme for discriminating between the LMMSE channel
estimation performances of an LR and an UR in wireless MIMO
communications. We have shown that, with the channel esti-
mates fed back from LR, the performance discrimination be-
tween the LR and the UR can be effectively achieved by utilizing
the AN together with multiple stages of feedback and retraining.
To optimally allocate the training signal powers and AN powers
over multiple training stages, we have proposed a design crite-
rion [see (24) and (42)] which minimizes the LR’s NMSE sub-
ject to a lower limit constraint on the UR’s NMSE and an av-
erage power constraint at the transmitter. We have shown how
the design problem in (24) can be solved by a simple line search
method for the case with only one feedback-and-retraining stage
(i.e., K = 1). When multiple feedback-and-retraining stages
(K > 1) are performed, we have shown how an approximate
solution to problem (42) can be efficiently obtained by the con-
densation method in GP. The presented simulation results have
shown that the proposed DCE scheme is effective even with
three stages of feedback and retraining (K = 3).

While we have seen the effectiveness of the proposed DCE
scheme, there exist several practical issues that must be con-
sidered before the proposed scheme can be actually deployed.
Specifically, since the proposed DCE scheme involves channel
estimate feedback, which in general is not perfect due to lim-
ited feedback channel bandwidth [31], the impact of imperfect
channel estimate on the proposed scheme must be taken into
account. Second, since the feedback-and-retraining process
requires the LR to perform channel estimation multiple times
and longer training time due to channel estimate feedback, it is
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important to devise improved schemes to reduce the complexity
burden at the LR and the required number of feedback-and-re-
training stages. For example, the low-complexity recursive least
squares algorithm [32] may be applied to (36) to implement
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LR’s LMMSE channel estimation in a recursive, stage-by-stage
manner. Further research efforts to improve the discrimination
performance of the proposed DCE scheme in time-varying
channels are also needed. These practical issues certainly bring
some interesting and challenging research directions in the
future.

The presented DCE scheme may also suggest relevant future
research directions in information theory. For example, one may
consider analyzing the achievable perfect secrecy rate under im-
perfect CSI at the LR and the UR. This is in sharp contrast to
most existing works where both receivers are assumed to have
perfect CSI [6]-[9]. It is anticipated that a higher perfect secrecy
rate can be achieved if the UR does not have an accurate channel
estimate.

APPENDIX A
PROOF OF PROPOSITION 1

Here we prove Proposition 1. We see from (31b) that a fea-
sible a must satisfy a < 7. Suppose that a feasible a < 7 is
given to problem (31). We can first find the optimal values of b
and c as a function of a by solving the following optimization
problem:

(Nio2 + o%a)b

Ifg(g(() ot Nio2 + J%Ja + NtU%{c (Ala)

P LA 5 (Alb)
" oke+ o2 T ’

Tic+b< Pave(TO + Tl) —a. (Alc)

Let {b*(a), c*(a)} be the optimal solution of problem (A1). One
can inspect that constraint(A1b) must be active when the op-
timal objective value is achieved; otherwise, one can always ob-
tain a larger objective value by decreasing ¢*(a). If constraint
(A1b) is not active even when ¢*(a) = 0, then one can instead
increase b*(a) to obtain a larger objective value. Since we only
consider the interesting case where 4 < P.o(To + T1) [see
(30)], constraint (A1b) must be active with b*(a) = 4 — a if
¢*(a) = 0. Hence, we have that

2
b*(a) = <“—§ *(a) + 1) (5 — a). (A2)
By substituting (A2) into(A1), problem (Ala) reduces to

(f,G> c+1

~ 2 2
O - NioZc+ Nyo2 + oha (¥ = a)(Nar, + o)
(A3a)
27— a -
s.t. <T1 +og 3 ) c < Pave(To + T1) - 7. (A3Db)
O-’U

One can show that the objective function in (A3a) is monotoni-
cally decreasing with respect to ¢ for

2 2
A o o,
a<nN=Ne| ———5 |-
ol o2
G 0

(A4)

In this case, the optimum value of ¢*(a) is equal to 0, and the
associated objective value is given by 7.
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On the other hand, if @ > 7 the objective function in (A3a)
is monotonically non-decreasing with respect to ¢, and thus the
optimum value of ¢*(a) of problem (A3) will activate the con-
straint in(A3b) leading to

X a) — Pavo(TO + Tl) - :7
it os (%)

Substituting (AS) into(A3), we have that for a > 7 the optimum
objective value of(A3) is given by

()
(e Yo 1

2
Nta'?”—l—a'Ha

C

(A5)

a+(7—a) > a+(§—a) =7 (A6)

which is no less than +. From the above analysis, we can con-
clude with the following two results:
Case of 1 < 4: As seen by (A6), for max{n,0} < a <4
the associated objective value is no less than that fora < 7.
Therefore, we can without of generality have the value of
a* of problem (31) lie in the interval [max{n, 0}, 4]. Since
the corresponding values of b and c are respectively given
by (A2) and (A5), we can obtain the value of a* by solving
the one-dimensional problem (33).
Case of n > ~: Since a < 4 we can only have a < 7
and thus ¢*(a¢) = 0 and b*(a) = 4 — a. Therefore, the
optimum solution of problem (31) is given by ¢* = 0 and
any a*,b* > 0 satisfying a* + b* = 4. Proposition 1 is
thus proved.
[ |

APPENDIX B
CONDENSATION METHOD FOR PROBLEM (42)

We show here how problem (42) can be handled efficiently by
the monomial approximation and condensation method. First,
one can explicitly write problem (42) as

min NMSE( (ATa)
P07Pk,027k20,
k=1,...K
1 1
s.t. (k) = (k_l)
NMSE}”  NMSE}
Pka
Ny
+ (k—l) 2 2 )
NMSE} " - (Ny = N)o2 | + 02,
k=1,...,K, (ATb)
S (ATc)
NMSEY) — of  NeoZ’
POTO i P?ka
Nio? " & (N; = Np)o? 02 + o2
11
<-- =, (A7d)
Y 0g
K
PyTy + (Pka‘i'Uz’k(Nt _NL)Tk)
k=1
< PavoT7 (ATe)
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where constraints (A7b) and (A7c) are due to (40) and (8), and
(A7d) is due to (41) and (42b), respectively. The key idea of the
reformulation is to introduce the auxiliary variables

1

kzi(k)zo, k=0,....K (A8)
NMSE}
and re-express(A7) as
min e (A9a)
PO,Pk,oi_k,f,o,tkzo,
k=1,.,K
tr_1PpTy
st te <tp_1+ N .
- (Nt = Np)og  +tr—103,
k=1,....K, (A9Db)
1 PyTy
to < — , A9
O_J?{—*_Ntog,/ (A9c)
PyTy +§: sz\f?
Neoy &= (Ny — Np)o3 o2 + o}
1 1
<= -, (A9d)
Y ore

K
PoTy+ Y (PeTi + 07 1 (N; = Ni)Ty)
(A9e)

Note that in (A9b) and (A9c) we have replaced the equalities
with inequalities since one can show that the two inequalities
must be active at the global optimum; otherwise one can always
achieve a smaller objective value. To further simplify the ex-
pression of (A9), we define

1 PTy\ *
= (= >0, Al0
a0 (U%{ * NtU?u) - (A102)
P.Ti
ar = —=% >, (A10b)
t
be =0goe (N — Ni) + 05 >0, (A10c)

for k = 1,..., K, for change of variables. Substituting(A10)
into (A9) gives rise to

i e All
ao,dk,{?’ltrfll?hzo? K ( 2)
k=1, K
tk_lakaé

gty <tp_

S ko=t 1+bk—03+tk,10i0é,
k=1,... K, (A11b)
to(l() S 1, (Al]C)

9 K
Ow —1 —1
al (5 )a"+ > abyt | <1, (Alld)
v k=1
K T,
’ <N +3 (v + () b)>
%G
k=1
<1 (Alle)
where a = (1/v—1/0% +02/(c402)”" and B =
_ 1
PaeT + (Ny02 [02) Y0 02T /0%, Note  from

problem (All) that we have reformulated the constraints in
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i t=t A20
ao-,ak-,lil,ltrol,tkzoy K ( 2)
k=1,...K
bty + titp_10202 + ti_102
s.t. Wk T Ok k—1Tw?G T Th=1Ty <1, k=1,....K, (A20b)
tho? kst bith_1 Ek,2 o2o2t? k.3 o2 apty 1 Ek,a
&k Ek,2 &3 Ekoa
toao S 1, (AZOC)
2 K
Ow -1 —1
af (5 )a'+ > apbt) <1 (A20d)
v k=1
K T
B (Ntag,agl +3 (Ntak + < ’“) bk>> <1. (A20e)
k=1 G

(Allc)—(Alle) such that the optimization variables are all on
the left-hand side of the inequalities. Since problem (All)
involves only non-negative optimization variables, we seek to
handle it by the GP [20]. A standard GP can be expressed as
follows:

min _ fo(z1 s ) (Al2a)
T1,..., L, >0

sit. fi(zr,...,zn) <1, i=1,..., N (Al12b)

hi(zy,...,2,)=1,i=1 .,M (A120¢)

where h;(x1,...,2,) are monomials taking the form

g1 Qg2

Tp) = GTy

Ajn

hi(xy,..., Tyt Xy (A13)

in which ¢; > 0 and {«; ;}_; are real numbers for all i
,N,and f;(zq,..., xn) are posynomials taking the form

Z d7[$f121 ﬂzez

in which d; ¢ > 0 and 3;  ; are real numbers for all ¢, £ and j.
As seen, a posynomials is simply non-negative weighted sum
of monomials. Comparing problem (A11) with the standard GP
in (A12), one can see that the objective function and all the in-
equality constraints of problem (A11) are posynomials, except
for the constraints in (A11b). In fact, the inequality constraints
in (A11b) can only be expressed as ratios of posynomials as

xgi,@.n

bt + tetp—1050% + tp_102
tro2 4+ brtr—1 + 03,0%%71 + Uéaktk_l
<1, k=1,...,

K (Al5)

which are known to be difficult to deal with in general.
To resolve these hard constraints and to obtain an effective
approximate solution of problem (All), we apply the con-
densation method and the monomial approximation technique
[24]. The idea of the monomial approximation technique is
to locally approximate the posynomial in the denominator
of the left-hand side of (A15) by a monomial function, and
the condensation method is to find an approximate solution
of problem (A11) by successively solving the monomial-ap-
proximated problem. Specifically, given a feasible point

{ﬁo,ﬁk,gk,fo,fk,k =1,...,
show [24] that

K} of problem (A11), one can

tho? 4+ brtp_1 + o2 0ate_, + obartp_1 >

<tk(7 >f‘ 1<bktk_1>5’°’2< 20287 1>£k‘3<oéaktk_1>5k‘4
&k k2 k3 €k a

(A16)
by the inequality of arithmetic and geometric means, where

2

t_kO',
=T (A17a)
fk ! f(a'knbk‘,tlwtk—l)
l_)kfkfl
[T L (A17b)
2 F (@ b b 1)
e
f’ — _ w —71 (A17C)
"2 f(ak7bk,tk7tk,1)
Zapty_
Erg = G (A17d)

f(alk, Bk-,t_]wt_k—l)

and

F(@@n, br, Try Trm1) =02 +bilp—1+ 02 0ets_1 +ozarti_1.
(A18)
The right-hand side of (A16) is a monomial function. The mono-
mial approximation technique is to replace (A15) by the fol-
lowing constraint:

brtr + tktk_log,cré + tk_log <1
)Ek.4 -

tpo? &1 bith_1 Ek 2 02022, &k .3 0% aktk_1
(Ek,l ) ( Ek,2 ) ( k.3 ) ( k4
(A19)

which are posynomials, and guarantee the satisfaction of (A15).
Therefore, given a feasible point of {ag,ax, bg,to, tx, k

., K}, problem (All) is locally approximated by the
problem [see (A20a)—(A20e) at the top of the page]. Since (A20)
now is a standard GP [see (A12)], it can be efficiently solved
by general purpose interior point solvers such as CVX [25] in
a polynomial-time complexity. Then the condensation method
[24] finds an approximate solution of problem (All) by itera-
tively solving a sequence of problems (A20) with each initial
feasible point {ao, a, bx, Lo, tx, k ., K} given by the
optimum solution of (A20) in the previous iteration. In Table I,
we summarize the condensation method for problem (42).
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