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multiple-output (MIMO) linear time-invariant systems. This algorithm has been applied to blind multiuser detection of single-
rate direct-sequence/code-division multiple-access (DS/CDMA) systems and blind source separation (or independent component
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the use of FKMA for extraction of virtual users’ data sequences associated with the desired user, and recovery of the data sequence
of the desired user from estimated virtual users’ data sequences. Assuming that all the users’ spreading sequences are given a priori,
two multirate blind multiuser detection algorithms (with either a single receive antenna or multiple antennas), which also enjoy
the merits of superexponential convergence rate and guaranteed convergence of the FKMA, are proposed in the paper, one based
on a convolutional MIMO signal model and the other based on an instantaneous MIMO signal model. Some simulation results
are then presented to demonstrate their effectiveness and to provide a performance comparison with some existing algorithms.
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1. INTRODUCTION

Direct-sequence/code-division multiple access (DS/CDMA)
has been widely used in multiuser cellular wireless commu-
nications (e.g., 2G, 3G, and ultra-wideband systems) due to
efficient spectrum utilization, release from frequency man-
agement, low mobile station’s transmit power through power
control [1], and high multipath resolution, and so forth [2–
8]. With growing demands for multimedia services in wire-
less communication systems, there has been a need to pro-
vide a platform of high-speed multirate for the transmission
of image, video, voice, and data such as variable chip rate
(VCR), variable processing gain (VPG) (which is also called
variable sequence length), and multicode (MC) DS/CDMA
systems [9–17]. For VCR systems, each user uses a spread-
ing sequence of the same length (i.e, different rate users use
different chip rates), resulting in that the available band-
width is not fully used by the low-rate users, whereas the
VPG and MC systems avoid this problem. For VPG sys-
tems, users with different data rates are accommodated over
the same bandwidth (and so a constant chip rate for each
user) with the assignment of spreading sequences of different
lengths. For MC systems, high-rate users are accommodated

by multiplexing their data sequences onto several common-
rate data sequences (virtual users) through subsampling, and
then a distinct spreading sequence is assigned to each vir-
tual user, and these spreading signals are superimposed be-
fore transmission [12, 13]. The VPG and MC access schemes
have been adopted for 3G wireless communication systems
[4, 5].

In addition to additive white Gaussian noise, it is well
known that multiple-access interference (MAI) due to multi-
ple users sharing the same channel and intersymbol interfer-
ence (ISI) resulting from multipath between the transmitter
and receiver are the two major problems encountered in the
receiver design of DS/CDMA systems [2, 3, 6–8]. Therefore,
a number of single-user (or multiuser) detection algorithms
for the efficient suppression of MAI and ISI to improve sys-
tem performance have been reported for single-rate (or mul-
tirate) DS/CDMA systems in the open literature. Conven-
tional detection algorithms (i.e., single-user detection algo-
rithms), where the interfering signals are modeled as noise,
are sensitive to the near-far problem such as the RAKE re-
ceiver and the matched filter [2, 3, 18]. Thus, many mul-
tiuser detection algorithms, where the MAI is explicitly mod-
eled as a part of the signal model, have been proposed for



2 EURASIP Journal on Applied Signal Processing

single-rate DS/CDMA systems [2, 3, 6–8, 18–25] and for
multirate DS/CDMA systems [9–17].

Optimum receivers such as nonlinear maximum likeli-
hood detectors [2, 3, 17, 18] have been reported that are
near-far resistant, but their computational complexity grows
rapidly with the number of active users. To overcome this
drawback, some suboptimal linear detectors with lower com-
putational complexity have been reported such as decorrelat-
ing detector [2, 3, 18], which completely suppresses the un-
wanted users at the expense of noise enhancement, and min-
imum mean-square-error (MMSE) detector [2, 3, 16, 18],
which performs as the decorrelating detector when noise
variance approaches zero. However, the nonblind decorre-
lating detector and MMSE detector require the channel in-
formation estimated through using training sequences or pi-
lot signals in advance resulting in reduced spectral efficiency.
Therefore, a blind multiuser detector only using received sig-
nals (with no need of training sequences) is preferable.

For multirate DS/CDMA systems, discrete-time multi-
ple-input multiple-output (MIMO) signal models can be
formulated through chip-rate sampling of the received
continuous-time signal followed by polyphase decomposi-
tion. There have been a number of blind MIMO channel
identification, equalization (or deconvolution), and beam-
forming approaches applied to DS/CDMA systems for blind
multiusr detection. Tsatsanis et al. [11] and Tsatsanis and
Xu [19] proposed a minimum variance (MV) receiver,
which is near-far resistant, to estimate the desired user’s
symbol sequence based on an instantaneous MIMO signal
model. Based on a convolutional MIMO signal model, some
subspace-based algorithms [20, 21] were reported for es-
timation of multipath channels of DS/CDMA systems fol-
lowed by the design of detection algorithms. Usually, sin-
gular value decomposition of correlation matrices with huge
dimension must be performed by subspace-based methods,
and therefore their practical use is limited due to large com-
putational complexity. On the other hand, Ma and Tugnait’s
code-constrained inverse filter criteria (CC-IFC) algorithm
[13] and Xu and Liu’s code-constrained constant modulus
algorithm [14], which are based on the convolutional MIMO
signal model, are effective but may not be very computation-
ally efficient.

Recently, Chi et al. [6–8] and Chi and Chen [26] pro-
posed a fast kurtosis maximization algorithm (FKMA) for
blind multiuser detection of single-rate DS/CDMA systems
and some other applications such as blind beamforming and
blind source separation (or independent component anal-
ysis). In this paper, the FKMA is further considered for
blind multiuser detection of multirate DS/CDMA systems
equipped with a single antenna or multiple antennas. With
all the users’ spreading sequences known a priori, two mul-
tirate blind multiuser detection algorithms (BMDAs) using
FKMA are proposed, which also enjoy the merits of super-
exponential convergence rate and guaranteed convergence of
the FKMA [7, 26, 27], one, referred to as Algorithm 1, based
on a convolutional MIMO signal model and the other, re-
ferred to as Algorithm 2, based on an instantaneous MIMO
signal model.

The remaining parts of the paper are organized as fol-
lows. Section 2 presents the two discrete-time MIMO sig-
nal models used by Algorithms 1 and 2, respectively, for the
case of single receive antenna. Sections 3 and 4 present Algo-
rithms 1 and 2, respectively, for the estimation of the desired
user’s data sequence. Section 5 presents how Algorithms 1
and 2 can be applied to the case of multiple receive anten-
nas. Then, some simulation results are provided to support
the effectiveness of the proposed algorithms in Section 6. Fi-
nally, some conclusions are drawn in Section 7.

2. MIMO SIGNAL MODELS

Consider an asynchronous VPG system with a single receive
antenna, a constant chip rate R for all the users, and G groups
of users. Assume that group i consists of Ki users each sharing
the same data rate Ri, where Ri �= Rj for all i �= j. For nota-
tional clarity, independent variables “n” and “k” are used to
denote symbol index and chip index, respectively, in all the
discrete-time signals or channels throughout the paper. For
ease of later use, some notations are defined as follows:

∗:
convolution operation of discrete-time
(scalar, vector, or matrix) signals,

E{·}: expectation operator,
‖ · ‖: Euclidean norm of vectors or matrices,
0p: p × 1 zero vector,
Superscript “∗”: complex conjugation,
Superscript “T”: transpose of vectors or matrices,

Superscript “H”:
complex conjugate transpose (Hermitian)
of vectors or matrices,

Pi:
(= R/Ri) spreading factor of users in
group i,

P: (= maxi{Pi}) maximum spreading factor,

Ni:
(= P/Pi) number of “virtual users”
(defined by (3) below) associated with
each user in group i,

K : (=∑G
i=1 Ki) total number of users,

K : (=∑G
i=1 KiNi) total number of virtual users,

ui j[n]: symbol sequence of user j in group i,

ci j[k]: spreading sequence associated with ui j[n],

gi j(t):

channel impulse response associated with
ui j[n] including the transmitter filter
(chip waveform), multipath channel, and
receiver filter,

cum{x1, x2,
x3, x4}:

fourth-order joint cumulant of random
variables x1, x2, x3, and x4,

C4{x} =
cum{x1 =
x, x2 = x, x3 =
x∗, x4 = x∗}:

kurtosis of random variable x.
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The received baseband continuous-time signal y(t) in
multirate form can be expressed as follows [10–13]:

y(t) =
G∑

i=1

Ki∑

j=1

yi j(t) + w(t), (1)

where

yi j(t) =
∞∑

k=−∞

∞∑

n=−∞
ui j[n]ci j

[
k − nPi

]
gi j
(
t − kTc

)
(2)

is the received baseband continuous-time signal from user j
of group i, Tc denotes chip duration, and w(t) is white Gaus-

sian noise. Let u(l)
i j [n] denote the symbol sequence of the lth

virtual user associated with ui j[n] defined as

u(l)
i j [n] = ui j

[
nNi + l − 1

]
, l = 1, 2, . . . ,Ni, (3)

and let c(l)
i j [k] denote the associated spreading sequence with

length equal to P defined as

c(l)
i j [k] =

⎧
⎨

⎩

ci j
[
k − (l − 1)Pi

]
, for (l − 1)Pi ≤ k ≤ lPi − 1,

0, otherwise .

(4)

Then y(t) given by (1) in multirate form can also be con-
verted into a single-rate form as follows:

y(t) =
G∑

i=1

Ki∑

j=1

Ni∑

l=1

∞∑

n=−∞
u(l)
i j [n]h(l)

i j

(
t − nPTc

)
+ w(t), (5)

where

h(l)
i j (t) =

∞∑

k=−∞
c(l)
i j [k]gi j

(
t − kTc

)
, l = 1, 2, . . . ,Ni, (6)

is the effective signature waveform associated with the lth vir-

tual user’s symbol sequence u(l)
i j [n].

The received discrete-time signal y[k] in single-rate form
can be obtained through chip-rate sampling of the received
continuous-time signal y(t) specified by (5) as follows:

y[k] = y
(
kTc

) =
G∑

i=1

Ki∑

j=1

Ni∑

l=1

∞∑

n=−∞
u(l)
i j [n]h(l)

i j

[
k − nP

]
+ w[k],

(7)

where w[k] = w(kTc) and

h(l)
i j [k] = h(l)

i j

(
kTc

) =
di j∑

τ=0

c(l)
i j [k − τ]gi j[τ] (8)

is the effective signature sequence associated with the lth
virtual user where gi j[k] = gi j(kTc) is the discrete-time
multipath channel (FIR channel) of order equal to di j ≤
mini{Pi} (a widely used assumption about the channel order
in most asynchronous DS/CDMA channels [6, 8, 11, 19, 22]).
Note that the channel impulse response gi j[k] associated

with u(l)
i j [n] is the same for all l. A discrete-time convolu-

tional MIMO signal model and a discrete-time instantaneous
MIMO signal model are presented next, respectively.

2.1. Convolutional MIMO signal model

Collecting P chip-rate samples of y[k] given by (7) into a
P×1 column vector (polyphase decomposition), one can ob-
tain a discrete-time convolutional (or memory) MIMO sig-
nal model [6–8, 12–14, 16, 17, 24] as follows:

y[n] = (y[nP], y[nP + 1], . . . , y[nP + P − 1]
)T

=
G∑

i=1

Ki∑

j=1

Ni∑

l=1

y(l)
i j [n] + w[n]

= H[n]∗ u[n] + w[n] =
1∑

n1=0

H
[
n1
]

u
[
n− n1

]
+ w[n],

(9)

where w[n] is a white Gaussian noise vector,

u[n] =
(
u(1)

11 [n], . . . ,u(N1)
11 [n],u(1)

12 [n], . . . ,

u(N1)
12 [n], . . . ,u(1)

GKG
[n], . . . ,u(NG)

GKG
[n]
)T

,
(10)

y(l)
i j [n] = h(l)

i j [n]∗ u(l)
i j [n] =

1∑

n1=0

h(l)
i j

[
n1
]
u(l)
i j

[
n− n1

]
, (11)

H[n] =
(

h(1)
11 [n], . . . , h(N1)

11 [n], h(1)
12 [n], . . . ,

h(N1)
12 [n], . . . , h(1)

GKG
[n], . . . , h(NG)

GKG
[n]
)

,
(12)

in which

h(l)
i j [n] =

(
h(l)
i j [nP],h(l)

i j [nP+1], . . . ,h(l)
i j [nP+P−1]

)T
. (13)

Note that, in the convolutional MIMO signal model given by
(9), H[n] is a P ×K impulse response matrix formed by all

the effective signature vectors h(l)
i j [n]’s (see (13)), u[n] is a

K × 1 signal vector composed of all the virtual users’ signals

(or sources) u(l)
i j [n]’s (see (3)).

2.2. Instantaneous MIMO signal model

For ease of later use, define

q = max
i j

{
di j
} ≤ min

i

{
Pi
}

≤ Pi
(
di j is the order of the channel gi j[k]

)
,

(14)

gi j =
(
gi j[0], gi j[1], . . . , gi j

[
di j
]
, 0T

(q−di j )
)T

, (15)

u(l)
i j,m[n] = u(l)

i j [n−m], m = −1, 0, 1, (16)

c(l)
i j =

(
c(l)
i j [0], c(l)

i j [1], . . . , c(l)
i j [P − 1]

)T
, (17)

h(l)
i j,m

=

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

(
0T
P ,h(l)

i j [0],h(l)
i j [1], . . . ,h(l)

i j [q − 1]
)T

, m=−1,
(
h(l)
i j [0],h(l)

i j [1], . . . ,h(l)
i j [P + q − 1]

)T
, m=0,

(
h(l)
i j [P],h(l)

i j [P + 1], . . . ,h(l)
i j [P + q − 1], 0T

P

)T
, m=1.

(18)
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Note that q (see (14)) is the maximum channel order over
all the users’ chip-rate channels, the (q + 1) × 1 vector gi j
(see (15)) is the channel vector associated with ui j[n], and

the P × 1 vector c(l)
i j (see (17)) is the spreading code vector

associated with u(l)
i j [n], and that u(l)

i j,m[n] (see (16)) for each
m �= 0 is a symbol sequence (with one symbol time delay
or advance) associated with the same virtual user’s symbol

sequence u(l)
i j [n] for m = 0, and h(l)

i j,m (see (18)) is the asso-
ciated signature vector (see the instantaneous MIMO signal
model of y[n] given by (24) below). It can be easily shown,
by (8) and (18), that

h(l)
i j,m = C(l)

i j,mgi j , (19)

where gi j is given by (15) and

C(l)
i j,m =

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

(
c̃(l)
i j,0, c̃(l)

i j,1, . . . , c̃(l)
i j,q

)
, m = −1,

(
c(l)
i j,0, c(l)

i j,1, . . . , c(l)
i j,q

)
, m = 0,

(
c(l)
i j,0, c(l)

i j,1, . . . , c(l)
i j,q

)
, m = 1,

(20)

in which

c̃(l)
i j,r =

(
0T
P , c(l)

i j,r[0], c(l)
i j,r[1], . . . ,

c(l)
i j,r[q − 1]

)T
, (P + q)× 1 vector ,

(21)

c(l)
i j,r =

(
c(l)
i j,r[0], c(l)

i j,r[1], . . . , c(l)
i j,r[P + q − 1]

)T

= (0T
r ,
(

c(l)
i j

)T
, 0T

(q−r)

)T
, (P + q)× 1 vector ,

(22)

c(l)
i j,r = (c(l)

i j,r[P], c(l)
i j,r[P + 1], . . . ,

c(l)
i j,r[P + q − 1], 0T

P )T , (P + q)× 1 vector.
(23)

Furthermore, collecting (P+q) chip-rate samples of y[k]
given by (7) into a (P + q)× 1 column vector (polyphase de-
composition), then a discrete-time instantaneous (or mem-
oryless) MIMO signal model can be obtained as follows
[11, 19, 25]:

y[n] =(y[nP], y[nP + 1], . . . , y[nP + P + q − 1]
)T

=
G∑

i=1

Ki∑

j=1

Ni∑

l=1

1∑

m=−1

h(l)
i j,mu

(l)
i j,m[n] + w[n] =Hu[n] + w[n],

(24)

where

H =
(

h(1)
11,−1, h(1)

11,0, h(1)
11,1, . . . , h(N1)

11,−1, h(N1)
11,0 ,

h(N1)
11,1 , . . . , h(NG)

GKG,−1, h(NG)
GKG,0, h(NG)

GKG,1

)
,

(25)

u[n] =
(
u(1)

11,−1[n],u(1)
11,0[n],u(1)

11,1[n], . . . ,

u(N1)
11,−1[n],u(N1)

11,0 [n],u(N1)
11,1 [n], . . . ,

u(NG)
GKG,−1[n],u(NG)

GKG,0[n],u(NG)
GKG,1[n]

)T
,

(26)

and w[n] is a (P + q) × 1 white Gaussian noise vector. Note
that H is a (P+q)× (3K) MIMO channel matrix composed

of 3K column vectors h(l)
i j,m’s and u[n] is a (3K) × 1 vector

composed of 3K sources u(l)
i j,m[n]’s.

Three worthy remarks about the preceding convolutional
MIMO signal model and instantaneous MIMO signal model
are as follows.

(R1) One can observe, by (4) and (17) to (23), that

h(l)
i j,−1 = 0P+q for all 2 ≤ l ≤ Ni and h(l)

i j,1 = 0P+q for
1 ≤ l ≤ Ni − 1 for the VPG system. Therefore, by removing
these zero column vectors in H , the channel matrix H re-
duces to a (P+q)×(K+2K) matrix instead of a (P+q)×(3K)
matrix, and then the associated signal vector u[n] consists of
only (K+2K) (≤ 3K) components out of all the 3K sources

u(l)
i j,m[n]’s.

(R2) The inputs (sources) u[n] (see (26)) (of the instan-
taneous MIMO signal model y[n] given by (24)) consist of

not only u(l)
i j,0[n] = u(l)

i j [n] but also the ISI related sources,

that is, u(l)
i j,m[n] = u(l)

i j [n−m] for m �= 0 (see (16)), and there-
fore not all the source signals in u[n] are mutually statistically
independent random processes because E{u[n]uH[n− 1]} is
a nondiagonal and nonzero matrix (i.e., u[n] itself is not an
independent vector process).

(R3) As mentioned in the introduction section, for an
asynchronous MC system [9, 12, 13], a high-rate symbol se-
quence ui j[n] can be converted into Ni symbol subsequences

u(l)
i j [n]’s (i.e., Ni virtual users), as defined by (3), each as-

signed a distinct spreading sequence c(l)
i j [k] (with the same

processing gain P = R/ mini{Ri}). All the Ni virtual users’
spreading signals are superimposed prior to transmission.
Following the same modeling procedure of the VPG system,
one can also obtain a discrete-time convolutional MIMO sig-
nal model y[n] and an instantaneous MIMO signal model
y[n] which have exactly the same forms given by (9) and (24),

respectively, for the MC system except that h(l)
i j,m �= 0P+q for

all i, j, m, and l, and di j ≤ P (rather than di j ≤ mini{Pi} as
in the VPG system).

Assume that the user of interest is user 1 in group 1 (i.e.,
u11[n]) for simplicity. Our goal is to design a linear detector
to extract u11[n] by processing either y[n] or y[n] without
training sequences. Next, let us present a multirate BMDA
for the VPG or MC system using y[n] and another multi-
rate BMDA using y[n] for estimating u11[n] by kurtosis max-
imization.

3. MULTIRATE BMDA USING CONVOLUTIONAL
MIMO SIGNAL MODEL

The proposed multirate BMDA using the convolutional
MIMO signal model y[n] given by (9) comprises estima-
tion of all the virtual users’ symbol sequences (or source sig-

nals) u(l)
11[n], l = 1, 2, . . . , N1, and recovery of the desired

user’s symbol sequence u11[n] from the obtained estimates

û(l)
11[n]’s.

Some general assumptions for y[n] specified by (9) are
made as follows [6, 8].
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(A1) ui j[n] for all i and j are independent identi-
cally distributed (i.i.d.) zero-mean non-Gaussian with
C4{ui j[n]} �= 0, and statistically independent of ulq[n]
for all (i, j) �= (l, q).

(A2) The P × K system H(z) (z-transform of H[n]) is
bounded-input bounded-output stable and of full col-
umn rank for all |z| = 1. Moreover, P ≥K .

(A3) w[n] is zero-mean Gaussian, and statistically indepen-
dent of u[n].

Note that assumption (A1) and (3) imply the following
fact.

Fact 1. u(l)
i j [n] is a zero-mean non-Gaussian i.i.d. process

with C4{u(l)
i j [n]} = C4{ui j[n]} �= 0, and meanwhile u(l)

i j [n]’s
are mutually statistically independent.

3.1. Extraction of source signals

Let e[n] be the output of a P×1 linear equalizer v[n] (an FIR
filter) of length L to be designed, that is,

e[n] = vT[n]∗ y[n] =
L−1∑

l=0

vT[l]y[n− l] = νTψ[n], (27)

where

ν = (vT[0], vT[1], . . . , vT[L− 1]
)T

, (28)

ψ[n] = (yT[n], yT[n− 1], . . . , yT[n− L + 1]
)T
. (29)

Let

J
(
e[n]

) = J(ν) =
∣
∣C4

{
e[n]

}∣
∣

(
E
{∣
∣e[n]

∣
∣2})2

=
∣
∣E
{∣
∣e[n]

∣
∣4}− 2

(
E
{∣
∣e[n]

∣
∣2})2 − ∣∣E{e2[n]

}∣
∣2∣∣

(E
{∣
∣e[n]

∣
∣2})2 ,

(30)

which is also the magnitude of normalized kurtosis of e[n]
[6–8, 13, 28].

The iterative FKMA proposed by Chi et al. [6–8] can be
used to find the optimum ν by maximizing J(ν) through the
following two steps at each iteration.

Step 1. Update ν(i) at the ith iteration by

ν(i) =
(

R∗ψ
)−1

d
(
e(i−1)[n],ψ[n]

)

∥
∥
(

R∗ψ
)−1

d
(
e(i−1)[n],ψ[n]

)∥
∥

, (31)

where

Rψ = E
{
ψ[n]ψH[n]

}
, (32)

d(e[n],ψ[n]) = cum
{
e[n], e[n], e∗[n],ψ∗[n]

}

= E
{∣
∣e[n]

∣
∣2
e[n]ψ∗[n]

}

− 2E
{∣
∣e[n]

∣
∣2}

E
{
e[n]ψ∗[n]

}

− E
{
e2[n]

}
E
{
e∗[n]ψ∗[n]

}
.

(33)

Then obtain the associated e(i)[n] = (ν(i))
T
ψ[n].

Step 2. If J(ν(i)) > J(ν(i−1)), go to the next iteration; other-
wise reupdate ν(i) through a gradient-type optimization al-
gorithm, that is,

ν(i) = ν(i−1) + ρ
∂J(ν)
∂ν∗

∣
∣
∣
∣

ν=ν(i−1)
, (34)

where ρ is a step size parameter and

∂J(ν)
∂ν∗

= 2J(ν) ·
{

1
C4
{
e[n]

} · d
(
e[n],ψ[n]

)

− 1

E
{∣
∣e[n]

∣
∣2} · Rψν

} (35)

(see [23]) such that J(ν(i)) > J(ν(i−1)), and then obtain the
associated e(i)[n] = (ν(i))Tψ[n].

As stated in [6, 29], the FKMA uses the MIMO superex-
ponential algorithm in Step 1 for fast convergence (basically
with superexponential rate) which usually happens in most
of iterations before convergence, and a gradient-type opti-
mization method in Step 2 for the guaranteed convergence.
Therefore, the FKMA is computationally much faster than
gradient-type optimization algorithms. Note, from (33),
(34), and (35), that d(ei−1[n],ψ[n]) required for computing
∂J(ν)/∂ν∗ (see (35)) in Step 2 has been obtained in Step 1,
and the correlation matrix Rψ is the same at each iteration,
indicating simple and straightforward computation for up-
dating ν(i) in Step 2.

Under assumptions (A2) and (A3) and Fact 1, the op-
timum e[n] obtained by FKMA is known to be one of the
source signals in u[n] (except for an unknown scale factor

α(l)
i j and an unknown time delay τ(l)

i j ) for SNR = ∞ [6–8],
and for finite SNR,

e[n] = û(l)
i j [n] � α(l)

i j u
(l)
i j

[
n− τ(l)

i j

]
, (36)

where the subscripts i as well as j and the superscript l are
unknown. However, the unknown (i, j, l) can be efficiently
identified using the user identification algorithm (UIA) re-

ported in [8] from all the known spreading sequences c(l)
i j [k]’s

and the following channel estimate [6–8, 28]:

ĥ(l)
i j [n] = E

{
y
[
n1
]
e∗
[
n1 − n

]}

E
{∣
∣e
[
n1
]∣
∣2}

� 1

α(l)
i j

h(l)
i j

[
n + τ(l)

i j

] (
by (9) and (36)

)
.

(37)

Assume that (î, ĵ, l̂) is the obtained estimate using the

UIA reported in [8]. If (î, ĵ, l̂) = (1, 1, �), then the desired

source estimate e[n] = û(�)
11 [n] is obtained, otherwise, one

has to update y[n] by y[n] − ĥ(l)
i j [n] ∗ e[n] (cancellation

or deflation processing) and then repeat the preceding sig-
nal processing stage (source extraction using FKMA followed

by user identification) until the estimate û(�)
11 [n] is obtained

(except for an unknown scale factor and an unknown time
delay). However, as any other source extraction algorithms
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involving the above multistage successive cancellation pro-
cedure, an inevitable disadvantage is given in the following
remark.

(R4) A well-designed initial condition for v[n] reported in

[8] usually leads to (î, ĵ, l̂) = (1, 1, �) at the first stage
(without going through deflation processing), other-

wise, the estimate û(�)
11 [n] obtained at later stage is

usually less accurate due to error propagation effects
caused by the deflation processing.

3.2. Recovery of the desired user’s symbol sequence

To obtain û11[n] from all the symbol sequence estimates

û(l)
11[n], l = 1, 2, . . . , N1 (of the desired virtual users), requires

the estimation of relative scale factors and relative time delays
defined as

λ(l)
11 =

α(1)
11

α(l)
11

, l = 1, 2, . . . ,N1, (38)

Δ(l)
11 = τ(1)

11 − τ(l)
11 , l = 1, 2, . . . ,N1, (39)

respectively. By (8), (13), and (37), one can infer that

ĥ(l)
i j [k] � h(l)

i j

[
k + τ(l)

i j P
]

α(l)
i j

= c(l)
i j [k]∗ gi j

[
k + τ(l)

i j P
]

α(l)
i j

. (40)

Note that c(l)
i j [k] ∗ c(l)

i j [−k] � βiδ[k] since the spreading se-

quence c(l)
i j [k] approximates a pseudonoise sequence where

βi = Pi for the VPG system and βi = P for the MC sys-

tem. Therefore, a chip-rate channel estimate ĝ(l)
11 [k] can be

obtained as

ĝ(l)
11 [k] = c(l)

11 [−k]∗ ĥ(l)
11[k] � β1 · g11

[
k + τ(l)

11P
]

α(l)
11

, (41)

which is an estimate of the common channel g11[k] associ-

ated with u(l)
11[n] for all l. Then the relative time delays Δ(l)

11

with respect to u(1)
11 [n] can be estimated as follows:

Δ(l)
11 = arg max

n

{∣
∣
∣
∣

∞∑

k=−∞
ĝ(1)

11 [k] · (ĝ(l)
11

[
k + nP

])∗
∣
∣
∣
∣

}

. (42)

On the other hand, let k(l)
11 denote the peak location of ĝ(l)

11 [k],
that is,

k(l)
11 = arg max

k

{∣
∣ĝ(l)

11 [k]
∣
∣
}
. (43)

The parameter λ(l)
11 can be estimated as

λ(l)
11 =

ĝ(l)
11 [k(l)

11 ]

ĝ(1)
11

[
k(1)

11

] . (44)

By (3), (36), (42), and (44), we obtain the symbol se-
quence estimate of the desired user (by compensating dif-

ferent time delays Δ(l)
11 and amplitude scale factors λ(l)

11 of the
symbol estimates of the desired virtual users) as follows.

û11[n] = λ(l)
11 · û(l)

11

[
ñ− Δ(l)

11

] � α(1)
11 u11

[
n− τ(1)

11

]
, (45)

where l = (n modulo N1) + 1 and ñ = (n − l + 1)/N1 (i.e.,
n = ñN1 + l − 1, where l ∈ {1, 2, . . . ,N1}). Note that α(1)

11

and τ(1)
11 are the unknown scale factor and time delay in the

estimate û11[n], respectively.
Let us summarize the resultant multirate BMDA using

the convolutional model y[n], referred to as Algorithm 1, as
follows.

Algorithm 1. (S1) As presented in Section 3.1, obtain û(l)
11[n],

l = 1, 2, . . . , N1, using the FKMA and UIA reported in [8].
(S2) As presented in Section 3.2, obtain û11[n] from

û(l)
11[n], l = 1, 2, . . . , N1, using (45).

Let us conclude this section with the following two re-
marks about the proposed Algorithm 1.

(R5) Algorithm 1, which also enjoys the merits of super-
exponential convergence rate and guaranteed convergence of
the FKMA [6, 7, 26, 27] for source extraction, is also applica-
ble to both VPG and MC systems as long as the discrete-time
signal vector y[n] given (9) is obtained.

(R6) Ma and Tugnait’s CC-IFC algorithm [13], which
uses the convolutional model y[n] as well, simultaneously es-

timates all the u(l)
11[n], l = 1, 2, . . . , N1, in “synchronization”

(same time delay and scale factor) by minimizing the sum
of −J(e[n]) and some penalty functions (leading to an extra

constraint L ≥ 3). However, the estimates û(l)
11[n]’s are ob-

tained through using a gradient-type search algorithm (com-
putationally not very efficient) without need of user identifi-
cation, but the dimension of the equalizer ν associated with
CC-IFC algorithm is PLN1 which is N1 times that (PL) as-
sociated with Algorithm 1 (see (28)). On the other hand, the
computational load of the user identification in (S1) and sig-
nal recovery in (S2) of Algorithm 1 is much smaller than that
of the source extraction using FKMA which, as mentioned
in Section 3.1, is significantly much faster than gradient-type
algorithms [6–8]. Consequently, Algorithm 1 is also compu-
tationally faster than the CC-IFC algorithm.

4. MULTIRATE BMDA USING INSTANTANEOUS
MIMO SIGNAL MODEL

The proposed multirate BMDA using the instantaneous
MIMO signal model y[n] given by (24) comprises estimation

of all the source signals u(l)
11[n], l = 1, 2, . . . , N1, including

user identification, and recovery of the desired user’s sym-

bol sequence u11[n] from the obtained estimates û(l)
11[n]’s.

Some general assumptions for the instantaneous MIMO sig-
nal model y[n] given by (24) are as follows.

(A1) ui j[n] for all i and j are i.i.d. zero-mean non-Gaussian
with C4{ui j[n]} �= 0, and statistically independent of
ulq[n] for all (i, j) �= (l, q) (i.e., the same assumption
as (A1)).

(A2) The unknown H (which is a (P+q)×(K+2K) channel
matrix for the VPG system, or a (P+q)×(3K) channel
matrix for the MC system) is of full column rank with
(P + q) ≥ (K + 2K) for the VPG system or with (P +
q) ≥ (3K) for the MC system.
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(A3) w[n] is zero-mean Gaussian, and statistically indepen-
dent of u[n].

As mentioned in (R2), not all the source signals in u[n] are
mutually independent sources (random processes) because
u[n] is correlated with u[n − 1]. Nevertheless, assumption
(A1) implies the following fact.

Fact 2. u[n] for each fixed n (see (26)) is a zero-mean non-
Gaussian random vector with all the random components
being mutually statistically independent.

4.1. Extraction of source signals

Our goal is to design a (P+q)×1 linear combiner v such that
its output

ε[n] = vTy[n] (46)

approximates one of the N1 subsequences u(l)
11[n], l = 1, 2,

. . . , N1 (see (3)). It is also known [30] that under the as-
sumption (A2), the noise-free assumption, and Fact 2, the
optimum ε[n] by maximizing J(ε[n]) (see (30)) is exactly
one source signal in u[n] except for an unknown scale fac-
tor. Therefore, for finite SNR, the iterative FKMA with ν = v
and ψ[n] = y[n] (presented in Section 3.1) can be applied to
obtain one source estimate

ε[n] � α(l)
i j,mu

(l)
i j,m[n], (47)

where the subscripts i, j, m and the superscript l are un-

known, and α(l)
i j,m is an unknown scale factor.

As mentioned in (R4), a well-designed initial condition
for v[n] associated with the convolutional model y[n] re-
ported in [8] is preferred for efficient extraction of the de-
sired source signals (virtual users) u(�)

11 [n]’s. Again, a well-
designed initial condition for v (which, however, is never a
special case of the initial condition for v[n] reported in [8])
is also needed so that ε[n] � α(�)

11,0u
(�)
11,0[n] = α(�)

11 u
(�)
11 [n] for

some �. Next, let us present how to find a good initial condi-
tion for v.

Let

vt =
(

0T
t ,
(

c(�)
11 )T , 0T

(q−t)

)T
, (48)

where c(�)
11 is given by (17) and

τ = arg max
t

{
J(vt), t = 0, 1, . . . , q − 1

}
. (49)

Then, an initial condition v(0) is suggested as follows:

v(0) = vτ . (50)

With the suggested initial condition v(0) and (24) substi-
tuted into (46), one can obtain

ε[n] = vTτ y[n] =
G∑

i=1

Ki∑

j=1

Ni∑

l=1

1∑

m=−1

η(l)
i j,mu

(l)
i j,m[n] + w[n]

= η(�)
11,0u

(�)
11,0[n] + ISI + MAI +w[n],

(51)

where w[n] = vTτ w[n], η(l)
i j,m = vTτ h(l)

i j,m and

∣
∣η(�)

11,0

∣
∣ � β1

∣
∣g11[τ]

∣
∣
 ∣

∣η(l)
i j,m

∣
∣, ∀(i, j,m, l) �= (1, 1, 0, �),

(52)

where β1 = P1 for the VPG system and β1 = P for the MC
system, and we have used (18) and (19) in the derivation of
(52). From (51) and (52), one can infer that g11[τ] is basically
the strongest path in g11[k] and the ISI and MAI in ε[n] have
been substantially suppressed, thus efficiently leading to the

optimum ε[n] = û(�)
11,0[n] = û(�)

11 [n]. However, even with the
use of the above initial condition vτ , it cannot be guaranteed
that (i, j,m, l) = (1, 1, 0, �), and therefore (i, j,m, l) needs to
be identified as well.

Assume that all the users’ spreading sequences are known
in advance. Now let us present how to identify (i, j,m, l) from

ε[n] given by (47) and the following channel estimate ĥ(l)
i j,m

[6, 7, 26, 30]:

ĥ(l)
i j,m =

E
{

y[n]ε∗[n]
}

E
{∣
∣ε[n]

∣
∣2}

(
by (24) and (47)

)
(53)

� h(l)
i j,m

α(l)
i j,m

= 1

α(l)
i j,m

C(l)
i j,mgi j

(
by (19)

)
. (54)

Let b = (b1, b2, . . . , bp)T be a p × 1 vector and

Λ(b) = Λ(βb) =
∑p

i=1

∣
∣bi
∣
∣4

(∑p
i=1

∣
∣bi
∣
∣2)2 , ∀β �= 0 (55)

which is also an “entropy measure” of a finite sequence bi
and 0 ≤ Λ(b) ≤ 1 (with minimum entropy corresponding to
Λ(b) = 1) [6–8]. Let

a(l)
i j,m =

(
C(l)

i j,m

)H · ĥ(l)
i j,m, ∀i, j, m, l. (56)

By the fact that ci j[k] is a pseudonoise sequence and by (18),

(19), (20), (54), and (56), one can easily prove that as h(l)
i j,m �=

0P+q,

a(l)
i j,m�

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

βi · gi j

α(l)
i j,0

, (i, j, m, l)=(i, j, 0, l),

diag{q, q − 1, . . . , 1, 0} · gi j

α(l)
i j,−1

, (i, j, m, l)=(i, j,−1, l),

diag{0, 1, . . . , q − 1, q} · gi j

α(l)
i j,1

, (i, j, m, l)=(i, j, 1, l),

(57)

where βi = Pi for the VPG system and βi = P for the MC sys-

tem, and that as h(l)
i j,m �= 0P+q, a(l)

i j,m appears as a finite random
sequence for (i, j, m, l) �= (i, j,m, l), implying

Λ
(

a(l)
i j,m

) � Λ
(

gi j
)
 Λ(a(l)

i j,m), ∀(i, j, m, l) �= (i, j,m, l).
(58)

Then, the proposed UIA for identifying the (i, j,m, l) as-

sociated with the ε[n] = û(l)
i j,m[n] is as follows.
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(U1) Compute Λ(a(l)
i j,m) for all i, j, m, l using (53), (55), and

(56).
(U2) Identify (i, j,m, l) by

(î, ĵ, m̂, l̂) = arg max
(i,j,m,l)

{
Λ
(

a(l)
i j,m

)}
. (59)

If (î, ĵ, m̂, l̂) = (1, 1, 0, �), then the desired source estimate

ε[n] = û(�)
11,0[n] = û(�)

11 [n] is obtained, otherwise, one has to

update y[n] by y[n]−ĥ(l)
i j,mε[n] (cancellation or deflation pro-

cessing) and then repeat the preceding signal processing stage
(source extraction followed by user identification) until an

estimate û(�)
11 [n] is obtained (except for a scale factor).

4.2. Recovery of the desired user’s symbol sequence

To obtain û11[n] from all the desired virtual users’ symbol es-

timates û(l)
11[n], l = 1, 2, . . . , N1, requires only the estimation

of relative scale factors λ(l)
11 , l = 1, 2, . . . , N1, given by (44).

However, a chip-rate channel estimate ĝ(l)
11 [k] can be easily

obtained via

ĝ(l)
11 =

(
ĝ(l)

11 [0], ĝ(l)
11 [1], . . . , ĝ(l)

11 [q]
)T = (C(l)

11,0

)H
ĥ(l)

11,0

� β1 · g11

α(l)
11

(
by (20) and (54)

)
,

(60)

where the approximation (C(l)
11,0)HC(l)

11,0 � β1I (identity ma-

trix) has been used in the derivation of (60) since c(l)
i j [k] is a

pseudonoise sequence. Therefore, the parameter λ(l)
11 can then

be estimated by (43), (44), and (60). Finally, by (3), (44), and
(47), we obtain the symbol sequence estimate of the desired
user as follows:

û11[n] = λ(l)
11 · û(l)

11[ñ] � α(1)
11 u11[n], (61)

where l = (n modulo N1) + 1 and ñ = (n− l+ 1)/N1, and α(1)
11

is the unknown scale factor in the estimate û11[n].
Let us summarize the resultant multirate BMDA us-

ing the instantaneous signal model y[n], referred to as
Algorithm 2, as follows.

Algorithm 2. (S1) As presented in Section 4.1, obtain û(l)
11[n],

l = 1, 2, . . . , N1, using the FKMA with ν = v and ψ[n] =
y[n], and the proposed UIA.

(S2) As presented in Section 4.2, obtain û11[n] from

û(l)
11[n], l = 1, 2, . . . , N1, using (61).

Let us conclude this subsection about the proposed
Algorithm 2 with the following remark.

(R7) Remark (R5) also applies to Algorithm 2 as long as
the discrete-time signal vector y[n] given by (24) is obtained.

4.3. Performance and complexity comparison
with Algorithm 1

Prior to discussing the performance and complexity of the
proposed Algorithms 1 and 2, let us briefly discuss the main
assumptions made by the two algorithms. Assumptions (A1)

(leading to Fact 1) and (A2) guarantee the perfect recovery of
the desired users’ symbol sequence for the case that N = ∞
and SNR = ∞ for Algorithm 1, so do assumptions (A1)
(leading to Fact 2) and (A2) for Algorithm 2. The condition
on P and K , that is, P ≥ K , in assumption (A2) is the same
for both the VPG system and MC system, while that in as-
sumption (A2) is (P+q) ≥ (K+2K) for the VPG system and
(P + q) ≥ 3K for the MC system, implying that Algorithm 1
may allow more users than Algorithm 2 for an assigned value
of P (maximum spreading factor).

Now let us discuss the performance and complexity of
Algorithms 1 and 2 by comparing their signal models (a
convolutional MIMO model versus an instantaneous MIMO
model) for the VPG system. Comparing the equalizer output
e[n] (see (27)) (the output of a linear equalizer v[n] of length
L) associated with Algorithm 1 and ε[n] (see (46)) associated
with Algorithm 2, one can easily see that the former is actu-
ally a special case of the latter if ψ[n] (see (27) and (29)) is
treated as the following instantaneous MIMO signal model:

ψ[n] = (yT[n], yT[n− 1], . . . , yT[n− L + 1]
)T

= H̃ ũ[n] + w̃[n],
(62)

where

ũ[n] = (uT[n], uT[n− 1], . . . ,

uT[n− L]
)T

,
(
(L + 1)K

)× 1 vector ,
(63)

w̃[n] = (wT[n], wT[n− 1], . . . ,

wT[n− L + 1])T , (PL)× 1 vector ,
(64)

H̃ = (HT
1 , HT

2 , . . . , HT
L

)T
, (PL)× ((L + 1)K

)
matrix

(65)

in which

Hr =
(

OP×(K·(r−1)), H[0], H[1],

OP×(K·(L−r))
)
, P × (L + 1)K matrix ,

(66)

where H[n] is given by (12) and Op×q denotes a p × q zero
matrix.

By (4), (8), and (13), it can be inferred that H[0] is basi-
cally of full column rank since P≥K , and H[1]=(OP×(N1−1),

h(N1)
11 [1], OP×(N1−1), h(N1)

12 [1], . . . , OP×(NG−1), h(NG)
GKG

[1]). There-

fore, by removing zero column vectors in H̃ (due to zero
column vectors in H[1]), the channel matrix H̃ reduces to
a (full column rank) (PL) × (LK + K) matrix and ũ[n] also
reduces to an (LK +K)×1 vector. Moreover, under assump-
tion (A1), it can be easily seen that Fact 2 also applies to ũ[n]
(see (63)). Therefore, corresponding to ε[n] given by (46),
the extracted source e[n] = νTψ[n] (see (27)) obtained by
Algorithm 1 turns out to be an estimate of one source com-
ponent in ũ[n]. In other words, e[n] given by (36) is true

since u(l)
i j [n − τ(l)

i j ] is exactly a component of ũ[n] (i.e., a
source in ũ[n]) by (10) and (63).

The above analysis also shows that Algorithms 1 and 2 are
theoretically consistent in estimating the desired symbol se-
quence u11[n]. However, in practical applications where both
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the data length and SNR are finite, their performance and/or
complexity may be very different as discussed next.

Because the dimensions of the equalizer vector ν (see
(28)) for Algorithm 1 and v (see (46)) for Algorithm 2 are
dim(ν) = PL and dim(v) = P + q, respectively, one
can see that dim(v) � dim(ν) if L > 1, implying that
Algorithm 1 may significantly overparameterize the equal-
izer for finite data length and finite SNR (leading to larger
estimation errors), although Algorithms 1 and 2 have the
same performance (perfect estimation of the desired sym-
bol sequence) for infinite data length and infinite SNR. On
the other hand, one can observe, from (18), (24), (25),
and (26), that the channel column associated with each de-
sired virtual user’s symbol sequence u(l)

11,0[n] in the instanta-

neous MIMO signal model y[n] for Algorithm 2 is h(l)
11,0 =

(h(l)
11[0],h(l)

11[1], . . . ,h(l)
11[P + q − 1])T which includes all the

channel paths (i.e., full diversity), in spite of much smaller
dimension of the instantaneous MIMO signal model H

(see (25)) associated with Algorithm 2 than that of H̃ (see
(65)) associated with Algorithm 1. So we can conclude that
Algorithm 2 outperforms Algorithm 1 for finite data length
and finite SNR, and meanwhile the computational complex-
ity of the former is also much lower than that of the latter
thanks to dim(v) � dim(ν).

The above performance and complexity comparison of
Algorithms 1 and 2 can be similarly conducted for the MC
system, and the same conclusion can be obtained.

5. MULTIPLE RECEIVE ANTENNAS

In this section, we extend Algorithms 1 and 2 presented in
Sections 3 and 4 (where one receive antenna was consid-
ered) to multiple receive antennas. Assume that the receiver
is equipped with Q antennas and that u[n] is the symbol se-
quence of the desired user. Two approaches for the exten-
sion are considered. One is full-dimension (joint) space-time
processing and the other is temporal processing followed by
blind maximum ratio combining (BMRC) [6–8, 26] for the
estimation of u[n].

5.1. Full-dimension space-time processing

Let yr[n], yr[n], Hr[n], and Hr denote the P×1 signal vector
y[n] (see (9)), (P+q)×1 signal vector y[n] (see (24)), P×K
convolutional MIMO channel H[n] (see (12)), and P × 3K
instantaneous MIMO channel H (see (25)), respectively, at
the rth receive antenna. By concatenating yr[n], r = 1, 2, . . . ,
Q, and yr[n], r = 1, 2, . . . , Q, one can obtain a (PQ) × 1
convolutional signal model

y[n] = (yT
1 [n], yT

2 [n], . . . , yT
Q[n]

)T = H[n]∗ u[n] + w[n]
(67)

and a ((P + q)Q)× 1 instantaneous signal model

y[n] = (yT1 [n], yT2 [n], . . . , yTQ[n]
)T =Hu[n] + w[n],

(68)

where H[n] = (HT
1 [n], HT

2 [n], . . . , HT
Q[n])T , H = (HT

1 , HT
2 ,

. . . , HT
Q )T , and w[n] and w[n] are a (PQ) × 1 noise vector

and a ((P + q)Q)× 1 noise vector, respectively.
It is straightforward to apply Algorithm 1 presented in

Section 3 to process y[n] and Algorithm 2 presented in
Section 4 to process y[n] to estimate u[n] (with space diver-
sity gain).

5.2. Temporal processing followed by BMRC

Let ûr[n] be the obtained estimate of u[n] by processing the
received signal at the rth antenna using either Algorithm 1 or
Algorithm 2. Therefore, ûr[n] can be expressed as

ûr[n] �
⎧
⎨

⎩

αru[n− τr], for Algorithm 1,

αru[n], for Algorithm 2 ,
(69)

where αr and τr are the unknown scale factor and time de-
lay, respectively, associated with the rth antenna. The relative
time delays τr−τ1 can be easily estimated by cross-correlation
of ûr[n] and û1[n] [6, 7]. Assume that τ1 = 0 for simplicity.
After the time delay compensation, ûr[n] can be modeled as
follows:

ûr[n] = αru[n] + �r[n], r = 1, 2, . . . ,Q, (70)

(an instantaneous single-input multiple-output system)
where �r[n] is the estimation error associated with the rth
antenna.

Let ν be a Q × 1 linear combiner and ψ[n] =
(û1[n], û2[n], . . . , ûQ[n])T . By using the BMRC algorithm
(which also uses FKMA) reported in [6–8, 26], the obtained
estimate

û[n] = νTψ[n] � αu[n] (71)

can be shown to have the same signal-to-interference-plus-
noise ratio (SINR) as the nonblind MMSE combiner (which
requires αr in (70) for all r given in advance) provided that
�r[n] is approximately zero-mean Gaussian for all r. Let us
conclude this section with the following remark.

(R8) The estimate û[n] obtained by the full-dimension
space-time processing approach is theoretically optimum
without need of time delay compensation, while that ob-
tained by the approach of temporal processing followed
by BMRC is suboptimum. However, the former requires a
search in a higher-dimensional space (dim(ν) = PLQ for
Algorithm 1 and dim(v) = (P + q)Q for Algorithm 2), and
thus leading to higher computational complexity on one
hand and possibly larger estimation errors on the other hand
for finite data length and finite SNR.

6. SIMULATION RESULTS

This section presents some simulation results to justify
the effectiveness of the proposed two multirate BMDAs,
Algorithm 1 and Algorithm 2, together with a performance
comparison with two nonblind MMSE detectors (one as-
sociated with the convolutional MIMO signal model y[n]
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given by (9) and the other associated with the instanta-
neous MIMO signal model y[n] given by (24)), Ma and Tug-
nait’s blind CC-IFC algorithm [13], and the blind MV re-
ceiver proposed by Tsatsanis et al. [11] and Tsatsanis and Xu
[19]. Note that Algorithm 1 and the blind CC-IFC algorithm
are based on the convolutional MIMO signal model y[n],
whereas Algorithm 2 and the blind MV receiver are based on
the instantaneous MIMO signal model y[n].

Consider a six-user asynchronous dual rate DS/CDMA
system with K1 = K2 = 3 and R1 = 2R2. For the VPG system,
the spreading sequences for group 1 are Gold codes with P1 =
31 while those for group 2 with P2 = 62 are formed by two
Gold codes of length equal to 31. For the MC system, all the

c(l)
i j [k]’s (with the spreading factor P = 62) are also formed

by two Gold codes of length 31. The synthetic signals y[n]
and y[n] were generated by (9) and (24), respectively, with
ui j[n] being a binary sequence of ±1 (i.i.d. non-Gaussian
sequence with C4{ui j[n]} = −2) and a 3-path channel for
each user with q = maxi j{di j} = 10, the noise w(t) given
by (1) being a zero-mean Gaussian with E{|w(t)|2} = σ2

w.
Then the synthetic signal y[n] was processed by the associ-
ated nonblind MMSE detector, Algorithm 2, and the blind
MV receiver, and the synthetic signal y[n] was processed by
the associated nonblind MMSE detector, Algorithm 1, and
the blind CC-IFC algorithm with the length L = 3 for the
P × 1 FIR equalizer v[n].

Fifty independent runs were performed for each simu-
lation result for different values of the desired user’s SNR,
called input SNR, defined as

Input SNR = E
{∣
∣y11(t)

∣
∣2}

σ2
w

. (72)

The output SINR [6, 8] of the desired user is used for the per-
formance evaluation of the algorithms under test for near-far
ratio (NFR = E /E{|y11(t)|2}) equal to 0 dB and 10 dB, where
E = E{|yi j(t)|2} for (i, j) �= (1, 1), that is, all the other users’
powers are the same.

Figures 1(a) (for NFR = 0 dB) and 1(b) (for NFR =
10 dB) show the simulation results (output SINR versus the
desired user’s SNR (input SNR) for low-rate data length
N = 2500) for the VPG system with one receive antenna
employed. The corresponding results for the MC system are
shown in Figures 1(c) and 1(d). One can see, from Fig-
ures 1(a) and 1(b), that the performances of Algorithm 2
(©), Ma and Tuanait’s CC-IFC algorithm (�), and the non-
blind MMSE detector associated with y[n] (dashed line) are
close to the performance of the nonblind MMSE detector
associated with y[n] (solid line), and slightly superior to
that of Algorithm 1 (♦), and much better than that of the
MV receiver (�) for the VPG system. The same conclu-
sion applies to Figures 1(c) and 1(d) (the MC system) ex-
cept that Algorithm 1 performs much better than the MV re-
ceiver, but much worse than the nonblind MMSE detectors,
Algorithm 2, and the CC-IFC algorithm for NFR = 10 dB.

Let us also show the results (corresponding to those
shown in Figure 1 obtained through 50 independent runs) of
bit error rate (BER) in Figure 2 that were obtained through
500 independent runs instead. One can see, from Figures 1

and 2, that all the relative performances between the algo-
rithms under test are consistent. However, BERs are equal
to zero in quite many cases (high SNR) and thus cannot
be shown in Figure 2 due to insufficient independent runs.
Therefore, output SINR is preferred to BER as the perfor-
mance index of the algorithms under test with sufficient (but
limited) simulation results.

On the other hand, Figures 3(a) and 3(b) show some
results (output SINR versus low-rate data length N for in-
put SNR = 10 dB) for NFR = 0 dB and NFR = 10 dB,
respectively. One can observe, from Figures 3(a) and 3(b),
that the performance of Algorithm 2 is slightly worse than
that of the nonblind MMSE detectors, slightly superior to
that of Algorithm 1 and the blind CC-IFC algorithm, and
much better than that of the blind MV receiver. Note that
their performance differences are larger for smaller N . The
same conclusion applies to Figures 3(c) and 3(d) (the MC
system) except that Algorithm 1, again, performs much bet-
ter than the MV receiver, but much worse than the nonblind
MMSE detectors, Algorithm 2, and the CC-IFC algorithm
for NFR = 10 dB.

Figure 4 shows output SINR versus the desired user’s
SNR for NFR = 0 dB and NFR = 10 dB, associated with the
proposed Algorithm 1 (dashed line) and Algorithm 2 (solid
line) using the approach of full-dimension space-time pro-
cessing for multiple receive antennas. One can see, from
Figure 4, that approximately a 3 dB and a 6 dB performance
gain (antenna gain) are obtained by Algorithm 2 with 2 an-
tennas (�) and 4 antennas (�), respectively, for both the
VPG system and the MC system. On the other hand, one can
see, from Figure 4, that approximately a 3 dB and a 5 dB per-
formance gain are obtained by Algorithm 1 with 2 antennas
and 4 antennas, respectively, for both the VPG system and the
MC system except the case of NFR = 10 dB for the MC sys-
tem (Figure 4(d)), where performance gains associated with
Algorithm 1 decrease with SNR. On the other hand, Figures
4(a)–4(c) show that the performance of Algorithm 2 is uni-
formly superior to that of Algorithm 1, whereas Figure 4(d)
shows that their difference becomes larger for SNR ≥ 2 dB
because performance gains of Algorithm 1 using multiple re-
ceive antennas become smaller for higher SNR.

All the results (corresponding to those shown in
Figure 4) obtained using the approach of temporal process-
ing followed by BMRC for multiple receive antennas are
shown in Figure 5. Again, all the performance observations
from Figure 4 basically apply to Figure 5 as well. On the other
hand, one can see, from Figures 4 and 5, that the perfor-
mance is basically the same for Algorithm 2 using either the
approach of joint space-time processing or the approach of
temporal processing followed by BMRC, whereas the per-
formance for Algorithm 1 is somewhat better using the ap-
proach of temporal processing followed by BMRC than using
the approach of joint space-time processing. These results are
consistent with (R8).

The above simulation results demonstrate that the pro-
posed Algorithm 2 performs nearly best for all the simu-
lation cases (finite data length, finite SNR, and different
NFRs) among all the blind algorithms under test. However,
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Figure 1: Simulation results (output SINR versus input SNR for low-rate data length N = 2500) obtained by the nonblind MMSE detectors
(associated with the convolutional model y[n] (solid line) and the instantaneous model y[n] (dashed line)), Algorithms 1 (♦) and 2 (©),
CC-IFC algorithm (�), and MV receiver (�) with one antenna used.

Algorithm 1 works well for all the simulation results except
for the cases of the MC system for high NFR (= 10 dB)
because more successive cancellation stages were involved
in source extraction, leading to performance degradation as

stated in (R4). Nevertheless, unsuccessful extraction of the
desired user’s sequence for Algorithms 1 and 2 did not hap-
pen in the simulation, whereas it did happen to the CC-IFC
algorithm in very few simulation results. On the other hand,
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Figure 2: Simulation results (BER versus input SNR for low-rate data length N = 2500) obtained by the nonblind MMSE detectors (associ-
ated with the convolutional model y[n] (solid line) and the instantaneous model y[n] (dashed line)), Algorithms 1 (♦) and 2 (©), CC-IFC
algorithm (�), and MV receiver (�) with one antenna used.

because dim(v) = P + q = 62 + 10 = 72 � dim(ν) = PL =
62×3 = 186, the computational complexity of Algorithm 2 is
much lower than that of Algorithm 1 as stated in Section 4.3,
and thus much lower than the CC-IFC algorithm (see (R6)).

As a final remark, the performance of MMSE detector associ-
ated with the instantaneous MIMO signal model y[n] given
by (24) is nearly the same as that associated with the convo-
lutional MIMO signal model y[n] given by (9), implying the
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Figure 3: Simulation results (output SINR versus low-rate data length N for input SNR = 10 dB) obtained by the nonblind MMSE detectors
(associated with the convolutional model y[n] (solid line) and the instantaneous model y[n] (dashed line)), Algorithms 1 (♦) and 2 (©),
CC-IFC algorithm (�), and MV receiver (�) with one antenna used.

full diversity of the instantaneous MIMO signal model y[n]
as stated in Section 4.3.

7. CONCLUSIONS

We have presented two multirate BMDAs for asynchronous
multirate DS/CDMA systems (VPG and MC systems)

equipped with a single or multiple receive antennas,
Algorithm 1 and Algorithm 2, using the FKMA [6–8, 26],
that therefore share the superexponential convergence rate
and guaranteed convergence of the FKMA in source extrac-
tion. Some simulation results were provided to justify their
effectiveness in addition to a performance comparison with
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Figure 4: Simulation results (output SINR versus input SNR for low-rate data length N = 2500) obtained by Algorithms 1 (dashed line)
and 2 (solid line) using the approach of full-dimension space-time processing with 1 (©), 2 (�), and 4 (�) antennas used.

the blind CC-IFC algorithm [13] and the blind MV re-
ceiver [11, 19], and to demonstrate that Algorithm 2 per-
forms nearly best with performance close to the nonblind
MMSE detector associated with the instantaneous MIMO
signal model y[n] given by (24). Moreover, the computa-
tional complexity of Algorithm 2 is also much lower than
that of Algorithm 1 and the blind CC-IFC algorithm. There-

fore, Algorithm 2 can be a good candidate for practical ap-
plications in wireless communications.
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Figure 5: Simulation results (output SINR versus input SNR for low-rate data length N = 2500) obtained by Algorithms 1 (dashed line)
and 2 (solid line) using the approach of temporal processing followed by BMRC with 1 (©), 2 (�), and 4 (�) antennas used.
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EURASIP JOURNAL ON APPLIED SIGNAL PROCESSING

Special Issue on

Advanced Signal Processing and Computational
Intelligence Techniques for Power Line Communications

Call for Papers
In recent years, increased demand for fast Internet access and
new multimedia services, the development of new and fea-
sible signal processing techniques associated with faster and
low-cost digital signal processors, as well as the deregulation
of the telecommunications market have placed major em-
phasis on the value of investigating hostile media, such as
powerline (PL) channels for high-rate data transmissions.

Nowadays, some companies are offering powerline com-
munications (PLC) modems with mean and peak bit-rates
around 100 Mbps and 200 Mbps, respectively. However,
advanced broadband powerline communications (BPLC)
modems will surpass this performance. For accomplishing it,
some special schemes or solutions for coping with the follow-
ing issues should be addressed: (i) considerable differences
between powerline network topologies; (ii) hostile properties
of PL channels, such as attenuation proportional to high fre-
quencies and long distances, high-power impulse noise oc-
currences, time-varying behavior, and strong inter-symbol
interference (ISI) effects; (iv) electromagnetic compatibility
with other well-established communication systems work-
ing in the same spectrum, (v) climatic conditions in differ-
ent parts of the world; (vii) reliability and QoS guarantee for
video and voice transmissions; and (vi) different demands
and needs from developed, developing, and poor countries.

These issues can lead to exciting research frontiers with
very promising results if signal processing, digital commu-
nication, and computational intelligence techniques are ef-
fectively and efficiently combined.

The goal of this special issue is to introduce signal process-
ing, digital communication, and computational intelligence
tools either individually or in combined form for advancing
reliable and powerful future generations of powerline com-
munication solutions that can be suited with for applications
in developed, developing, and poor countries.

Topics of interest include (but are not limited to)

• Multicarrier, spread spectrum, and single carrier tech-
niques

• Channel modeling

• Channel coding and equalization techniques
• Multiuser detection and multiple access techniques
• Synchronization techniques
• Impulse noise cancellation techniques
• FPGA, ASIC, and DSP implementation issues of PLC

modems
• Error resilience, error concealment, and Joint source-

channel design methods for video transmission
through PL channels

Authors should follow the EURASIP JASP manuscript for-
mat described at the journal site http://asp.hindawi.com/.
Prospective authors should submit an electronic copy of their
complete manuscripts through the EURASIP JASP man-
uscript tracking system at http://www.hindawi.com/mts/, ac-
cording to the following timetable:

Manuscript Due November 1, 2006

Acceptance Notification March 1, 2007

Final Manuscript Due April 1, 2007

Publication Date 3rd Quarter, 2007
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EURASIP JOURNAL ON APPLIED SIGNAL PROCESSING

Special Issue on

Human-Activity Analysis in Multimedia Data

Call for Papers
Many important applications of multimedia revolve around
the detection of humans and the interpretation of human be-
havior, for example, surveillance and intrusion detection, au-
tomatic analysis of sports videos, broadcasts, movies, ambi-
ent assisted living applications, video conferencing applica-
tions, and so forth. Success in this task requires the integra-
tion of various data modalities including video, audio, and
associated text, and a host of methods from the field of ma-
chine learning. Additionally, the computational efficiency of
the resulting algorithms is critical since the amount of data to
be processed in videos is typically large and real-time systems
are required for practical implementations.

Recently, there have been several special issues on the hu-
man detection and human-activity analysis in video. The
emphasis has been on the use of video data only. This special
issue is concerned with contributions that rely on the use of
multimedia information, that is, audio, video, and, if avail-
able, the associated text information.

Papers on the following and related topics are solicited:

• Video characterization, classification, and semantic
annotation using both audio and video, and text (if
available).

• Video indexing and retrieval using multimedia infor-
mation.

• Segmentation of broadcast and sport videos based on
audio and video.

• Detection of speaker turns and speaker clustering in
broadcast video.

• Separation of speech and music/jingles in broadcast
videos by taking advantage of multimedia informa-
tion.

• Video conferencing applications taking advantage of
both audio and video.

• Human mood detection, and classification of interac-
tivity in duplexed multimedia signals as in conversa-
tions.

• Human computer interaction, ubiquitous computing
using multimedia.

• Intelligent audio-video surveillance and other securi-
ty-related applications.

Authors should follow the EURASIP JASP
manuscript format described at the journal site bellow
http://www.hindawi.com/GetJournal.aspx?journal=ASP.
Prospective authors should submit an electronic copy
of their complete manuscript through the EURASIP
JASP manuscript tracking system at the following site
http://www.hindawi.com/mts/, according to the following
timetable:

Manuscript Due February 1, 2007

Acceptance Notification June 1, 2007

Final Manuscript Due October 1, 2007

Publication Date 1st Quarter, 2008

GUEST EDITORS:

A. Enis Cetin, Department of Electrical and Electron-
ics Engineering, Bilkent University, Ankara 06800, Turkey;
cetin@ee.bilkent.edu.tr
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EURASIP JOURNAL ON ADVANCES IN SIGNAL PROCESSING

Special Issue on

Signal Processing for Location Estimation and Tracking
in Wireless Environments

Call for Papers
In recent years, the proliferation of mobile computing de-
vices and wireless technologies has fostered a growing inter-
est in location-aware systems and services. The availability of
location information on objects and human beings is critical
in many military and civilian applications such as emergency
call services, tracking of valuable assets, monitoring individ-
uals with special needs in assisted living facilities, location-
assisted gaming (e.g., Geocaching), etc.

Existing positioning systems can be categorized based on
whether they are intended for indoor or outdoor applica-
tions. Within both of these application areas, there are two
major categories of position estimation techniques, as dis-
cussed below.

• Geometric techniques–Position is estimated by exploit-
ing time of arrival (TOA), time difference of arrival
(TDOA), angle of arrival (AOA) or other information
derived from the relationship between the geometry
of an array of receivers and the modeled propagation
characteristics of the transmitted signal.

• Mapping approaches–Position is estimated based on
comparison of local measurements to a “map” of ex-
pected distribution of the measured values. For ex-
ample, in a wireless LAN application, received signal
strength (RSS) might be observed either at the location
of the client or at a remote reference point. Mapping
approaches are also known as location fingerprinting.

Although geometric approaches have the potential to
achieve higher precision than mapping approaches, they gen-
erally require direct-path signal reception or accurate en-
vironmental information at the receiver and often perform
poorly in complex multipath environments. On the other
hand, estimation accuracy of mapping approaches is lim-
ited by both the accuracy of the reference map and the ac-
curacy of observed measurements. Furthermore, frequent
and extensive site-survey measurements are often needed to

accommodate the time varying nature of wireless channels,
structural changes in the environment, and upgrades of wire-
less infrastructure.

In addition to snapshots of AOA, TOA, TDOA or RSS
measurements, motion models or prior knowledge of struc-
tural constraints can often be used to enhance location es-
timation accuracy for mobile objects by “tracking” location
estimates over time. Trackers that integrate such information
into the computation of location estimates are generally im-
plemented using techniques such as Kalman filters, particle
filters, Markov chain Monte Carlo methods, etc.

The purpose of the proposed special issue is to present a
comprehensive picture of both the current state of the art
and emerging technologies in signal processing for location
estimation and tracking in wireless environments. Papers are
solicited on all related aspects from the point of view of both
theory and practice. Submitted articles must be previously
unpublished and not concurrently submitted for publication
on other journals.

Topics of interest include (but are not limited to):

• Received signal strength (RSS), angle-of-arrival
(AOA), and time-based location estimation

• Ultrawideband (UWB) location estimation

• Bayesian location estimation and tracking
• Pattern recognition and learning theory approaches to

location estimation
• Applications of expectation-maximization (EM) and

Markov chain Monte Carlo (MCMC) techniques
• Applications of electromagnetic propagation model-

ing to location estimation
• Mitigation of errors due to non-line-of-sight propaga-

tion
• System design and configuration
• Performance evaluation, performance bounds, and

statistical analysis



• Computational complexity and distributed computa-
tion

• Distributed location estimation
• Synchronization issues
• Testbed implementation, real-world deployment, and

measurement

Authors should follow the EURASIP JASP manuscript for-
mat at http://www.hindawi.com/journals/asp/. Prospective
authors should submit an electronic copy of their complete
manuscript through the EURASIP JASP Manuscript Track-
ing System at http://www.hindawi.com/mts/, according to
the following timetable:

Manuscript Due March 1, 2007

Acceptance Notification July 1, 2007

Final Manuscript Due October 1, 2007

Publication Date 4th Quarter, 2007

GUEST EDITORS:
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EURASIP JOURNAL ON APPLIED SIGNAL PROCESSING

Special Issue on

Advanced Signal Processing and Pattern Recognition
Methods for Biometrics

Call for Papers
Biometric identification has established itself as a very im-
portant research area primarily due to the pronounced need
for more reliable and secure authentication architectures in
several civilian and commercial applications. The recent in-
tegration of biometrics in large-scale authentication systems
such as border control operations has further underscored
the importance of conducting systematic research in biomet-
rics. Despite the tremendous progress made over the past few
years, biometric systems still have to reckon with a number
of problems, which illustrate the importance of developing
new biometric processing algorithms as well as the consid-
eration of novel data acquisition techniques. Undoubtedly,
the simultaneous use of several biometrics would improve
the accuracy of an identification system. For example the use
of palmprints can boost the performance of hand geome-
try systems. Therefore, the development of biometric fusion
schemes is an important area of study. Topics related to the
correlation between biometric traits, diversity measures for
comparing multiple algorithms, incorporation of multiple
quality measures, and so forth need to be studied in more de-
tail in the context of multibiometrics systems. Issues related
to the individuality of traits and the scalability of biometric
systems also require further research. The possibility of us-
ing biometric information to generate cryptographic keys is
also an emerging area of study. Thus, there is a definite need
for advanced signal processing, computer vision, and pattern
recognition techniques to bring the current biometric sys-
tems to maturity and allow for their large-scale deployment.

This special issue aims to focus on emerging biometric
technologies and comprehensively cover their system, pro-
cessing, and application aspects. Submitted articles must not
have been previously published and must not be currently
submitted for publication elsewhere. Topics of interest in-
clude, but are not limited to, the following:

• Fusion of biometrics
• Analysis of facial/iris/palm/fingerprint/hand images
• Unobtrusive capturing and extraction of biometric

information from images/video
• Biometric identification systems based on

face/iris/palm/fingerprint/voice/gait/signature

• Emerging biometrics: ear, teeth, ground reaction
force, ECG, retina, skin, DNA

• Biometric systems based on 3D information
• User-specific parameterization
• Biometric individuality
• Biometric cryptosystems
• Quality measure of biometrics data
• Sensor interoperability
• Performance evaluation and statistical analysis

Authors should follow the EURASIP JASP manuscript
format described at http://www.hindawi.com/journals/asp/.
Prospective authors should submit an electronic copy of
their complete manuscript through the EURASIP JASP man-
uscript tracking system at http://www.hindawi.com/mts/, ac-
cording to the following timetable:

Manuscript Due May 1, 2007

Acceptance Notification September 1, 2007

Final Manuscript Due December 1, 2007

Publication Date 1st Quarter, 2008

GUEST EDITORS:

Nikolaos V. Boulgouris, Department of Electronic
Engineering, Division of Engineering, King’s College
London, London WC2R 2LS, UK;
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Special Issue on

Signal Processing for Data Converters

Call for Papers
Data converters (ADCs and DACs) ultimately limit the per-
formance of today’s communication systems. New concepts
for high-speed, high-resolution, and power-aware convert-
ers are therefore required, which also lead to an increased
demand for high-speed and high-resolution sampling sys-
tems in the measurement industry. Present converter tech-
nologies operate on their limits, since the downscaling of
IC technologies to deep submicron technologies makes their
design increasingly difficult. Fortunately, downscaling of IC
technologies allows for using additional chip area for digi-
tal signal processing algorithms with hardly any additional
costs. Therefore, one can use more elaborate signal process-
ing algorithms to improve the conversion quality, to real-
ize new converter architectures and technologies, or to relax
the requirements on the analog design. Pipelined ADCs con-
stitute just one example of converter technology where sig-
nal processing algorithms are already extensively used. How-
ever, time-interleaved converters and their generalizations,
including hybrid filter bank-based converters and parallel
sigma-delta-based converters, are the next candidates for dig-
itally enhanced converter technologies, where advanced sig-
nal processing is essential. Accurate models constitute one
foundation of digital corrected data converters. Generating
and verifying such models is a complex and time-consuming
process that demands high-performance instrumentation in
conjunction with sophisticated software defined measure-
ments.

The aim of this special issue is to bring forward recent de-
velopments on signal processing methods for data convert-
ers. It includes design, analysis, and implementation of en-
hancement algorithms as well as signal processing aspects of
new converter topologies and sampling strategies. Further,
it includes design, analysis, and implementation of software
defined measurements for characterization and modeling of
data converters.

Topics of interest include (but are not limited to):

• Analysis, design, and implementation of digital algo-
rithms for data converters

• Analysis and modeling of novel converter topologies
and their signal processing aspects

• Digital calibration of data converters

• Error identification and correction in time-
interleaved ADCs and their generalizations

• Signal processing for application-specific data con-
verters (communication systems, measurement sys-
tems, etc.)

• New sampling strategies

• Sampling theory for data converters

• Signal processing algorithms for data converter test-
ing

• Influence of technology scaling on data converters
and their design

• Behavioral models for converter characterization

• Instrumentation and software defined measurements
for converter characterization

Authors should follow the EURASIP JASP manuscript for-
mat at http://www.hindawi.com/journals/asp/. Prospective
authors should submit an electronic copy of their complete
manuscript through the EURASIP JASP Manuscript Track-
ing System at http://www.hindawi.com/mts/, according to
the following timetable:

Manuscript Due May 1, 2007

Acceptance Notification September 1, 2007

Final Manuscript Due December 1, 2007

Publication Date 1st Quarter 2008



GUEST EDITORS:
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Håkan Johansson, Department of Electrical Engineering,
Linköping University, 581 83 Linköping, Sweden;
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Special Issue on

Cooperative Localization in Wireless Ad Hoc and
Sensor Networks

Call for Papers
One of the major requirements for most applications based
on wireless ad hoc and sensor networks is accurate node lo-
calization. In fact, sensed data without position information
is often less useful.

Due to several factors (e.g., cost, size, power), only a small
fraction of nodes obtain the position information of the an-
chor nodes. In this case, a node has to estimate its position
without a direct interaction with anchor nodes and a coop-
eration between nodes is needed in a multihop fashion. In
some applications, none of the nodes are aware of their abso-
lute position (anchor-free) and only relative coordinates are
estimated instead.

Most works reported in the literature have studied coop-
erative localization with the emphasis on algorithms. How-
ever, very few works give emphasis on the localization as
estimation or on the investigation of fundamental perfor-
mance limits as well as on experimental activities. In partic-
ular, the fundamental performance limits of multihop and
anchor-free positioning in the presence of unreliable mea-
surements are not yet well established. The knowledge of
such limits can also help in the design and comparison of
new low-complexity and distributed localization algorithms.
Thus, measurement campaigns in the context of cooperative
localization to validate the algorithms as well as to derive sta-
tistical models are very valuable.

The goal of this special issue is to bring together contri-
butions from signal processing, communications and related
communities, with particular focus on signal processing, new
algorithm design methodologies, and fundamental limita-
tions of cooperative localization systems. Papers on the fol-
lowing and related topics are solicited:

• anchor-based and anchor-free distributed and coop-
erative localization algorithms that can cope with un-
reliable range measurements

• derivation of fundamental limits in multihop and
anchor-free localization scenarios

• new localization algorithms design methodologies
based, for example, on statistical inference and factor
graphs

• low-complexity and energy-efficient distributed lo-
calization algorithms

• distributed ranging and time synchronization tech-
niques

• measurement campaigns and statistical channel mod-
eling

• algorithm convergence issues

• UWB systems

• localization through multiple-antenna systems

• experimental results

Authors should follow the EURASIP JASP manuscript for-
mat at http://www.hindawi.com/journals/asp/. Prospective
authors should submit an electronic copy of their complete
manuscript through the EURASIP JASP Manuscript Track-
ing System at http://www.hindawi.com/mts/, according to
the following timetable:

Manuscript Due August 1, 2007

Acceptance Notification December 1, 2007

Final Manuscript Due March 1, 2008

Publication Date 2nd Quarter 2008

GUEST EDITORS:

Davide Dardari, WiLAB, Department of Electronics, Com-
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Cesena, Italy; ddardari@ieee.org
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Special Issue on

Information Theoretic Methods for Bioinformatics

Call for Papers

Information theoretic methods for modeling are at the cen-
ter of the current efforts to interpret bioinformatics data.
The high pace at which new technologies are developed for
collecting genomic and proteomic data requires a sustained
effort to provide powerful methods for modeling the data
acquired. Recent advances in universal modeling and mini-
mum description length techniques have been shown to be
well suited for modeling and analyzing such data. This spe-
cial issue calls for contributions to modeling of data arising
in bioinformatics and systems biology by information theo-
retic means. Submissions should address theoretical develop-
ments, computational aspects, or specific applications. Suit-
able topics for this special issue include but are not limited
to:

• Normalized maximum-likelihood (NML) universal
models

• Minimum description length (MDL) techniques
• Microarray data modeling
• Denoising of genomic data
• Pattern recognition
• Data compression-based modeling

Authors should follow the EURASIP JBSB manuscript
format described at http://www.hindawi.com/journals/bsb/.
Prospective authors should submit an electronic copy of their
complete manuscript through the EURASIP JBSB’s manu-
script tracking system at http://www.hindawi.com/mts/, ac-
cording to the following timetable.

Manuscript Due February 1, 2007

Acceptance Notification May 1, 2007

Final Manuscript Due July 1, 2007

Publication Date 3rd Quarter, 2007

GUEST EDITORS:
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Special Issue on

Multimedia over Wireless Networks

Call for Papers

Scope

In recent years there has been a tremendous increase in de-
mand for multimedia delivered over wireless networks. The
design and capabilities of the mobile devices and the services
being offered reflect the increase in multimedia usage in the
wireless setting. Applications that are in the process of be-
coming essential to users include video telephony, gaming, or
TV broadcasting. This trend creates great opportunities for
identifying new wireless multimedia applications, and for de-
veloping advanced systems and algorithms to support these
applications. Given the nature of the channel and of the mo-
bile devices, issues such as scalability, error resiliency, and en-
ergy efficiency are of great importance in applications involv-
ing multimedia transmission over wireless networks.

The papers in this issue will focus on state-of-the-art re-
search on all aspects of wireless multimedia communica-
tions. Papers showing significant contributions are solicited
on topics including but are not limited to:

• Error resilience and error concealment algorithms
• Rate control for wireless multimedia coding
• Scalable coding and transmission
• Joint source-channel coding
• Joint optimization of power consumption and rate-

distortion performance
• Wireless multimedia traffic modeling
• Wireless multimedia streaming
• Wireless multimedia coding
• QoS for wireless multimedia applications
• Distributed multimedia coding

Authors should follow the EURASIP Journal on Wireless
Communications and Networking manuscript format de-
scribed at http://www.hindawi.com/journals/wcn/. Prospec-
tive authors should submit an electronic copy of their com-
plete manuscript through the EURASIP Journal on Wire-
less Communications and Networking’s Manuscript Track-
ing System at http://www.hindawi.com/mts/, according to
the following timetable:

Manuscript Due March 1, 2007

Acceptance Notification July 1, 2007

Final Manuscript Due October 1, 2007

Publication Date 4th Quarter, 2007

GUEST EDITORS:
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Special Issue on

Image and Video Processing for Disability

Call for Papers
New technologies represent a great opportunity for the im-
provement of life and independent living of the disabled and
elder people. Over the last decade, active researches have pro-
duced novel algorithms for blind, deaf, mute people or for
people with severe motor disabilities. These researches are
strongly related with the development of new dedicated sys-
tems for human-computer interactions.

Whatever the kind of handicap, image processing can pro-
vide a significant help for disability compensation to avoid
the gap increasing between disabled and nondisabled people
with respect to the new technologies.

Researches for new systems for disabled people are mul-
tidisciplinary research from engineering sciences (computer
science, HCI, automatic, electronics, etc.) and human sci-
ences (psychology, cognition, etc.). Here we are focusing on
researches involving image and video processing for disabil-
ity. However, multimodal signals-based systems can be con-
sidered.

The goal of this special issue is to provide original contri-
butions in the field of image and video processing for disabil-
ity.

Topics of interest include (but are not limited to):

• Eye-gaze analysis and interpretation
• Head motion analysis
• Human behavior modeling
• HCI for disabled people
• Hand-gesture analysis and interpretation
• Sign language recognition
• Modality replacement
• Multimodal systems for disabled
• Facial expressions interpretation

In each case, works should be related to an application
dedicated to disabled or elder people’s help.

Authors should follow the EURASIP JIVP manuscript for-
mat at http://www.hindawi.com/journals/ivp/. Prospective
authors should submit an electronic copy of their complete
manuscripts through the EURASIP JIVP manuscript track-
ing system at http://www.hindawi.com/mts/, according to
the following timetable:

Manuscript Due January 1, 2007

Acceptance Notification April 1, 2007

Final Manuscript Due June 1, 2007

Publication Date 3rd Quarter, 2007

GUEST EDITORS:

Dimitrios Tzovaras, Informatics and Telematics Institiut,
Centre for Research and Technology Hellas, 1st Km
Thermi-Panorama Road, Thermi_Thessaloniki, GR 57001,
Greece; tzovaras@iti.gr

Patrice Dalle, Equipe de Traitement et Compréhension
d’Image (TCI), Institute de Recherche en Informatique de
Toulouse (IRIT),Université Paul Sabatier, 118 Route de
Narbonne, 31062 Toulouse cedex 4, France; dalle@irit.fr

Thierry Pun, Centre Universitaire d’Informatique (CUI),
Université de Genèva, 24 Rue Général Dufour, 1211 Geneva
4, Switzerland; thierry.pun@cui.unige.ch

Alice Caplier, Laboratoire des Image et des Signaux (LSI),
Institute National Polytechnique de Grenoble (INPG), 46
avenue Félix Viallet, 38031 Grenoble cedex, France;
caplier@lis.inpg.fr
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EURASIP JOURNAL ON IMAGE AND VIDEO PROCESSING

Special Issue on

Anthropocentric Video Analysis: Tools and Applications

Call for Papers
Humans are a basic entity in most videos. Lately, there has
been increased interest in devising automated video analysis
algorithms that aim to extract, efficiently describe, and or-
ganize information regarding the state or state transition of
individuals (identity, emotional state, activity, position and
pose, etc), interactions between individuals (dialogue, ges-
tures, engagement into collaborative or competitive activities
like sports), physical characteristics of humans (anthropo-
metric characteristics, 3D head/body models), and so forth.
Such information can be utilized in a multitude of important
applications that include, but are not limited to:

• Human computer interaction, ubiquitous computing
• Video characterization, classification, and semantic

annotation
• Video indexing and retrieval
• Temporal video segmentation (shot and scene

boundary detection) and summarization
• Intelligent video surveillance, access control, and

other security related applications

High quality and original contributions on the following
(nonexhaustive) list of topics related to anthropocentric
video analysis and its applications are solicited:

• Detection and tracking of humans or human body
parts

• Action recognition and human behavior analysis
• Emotional state recognition
• Anthropocentric video characterization, semantic

annotation, indexing, retrieval, temporal
segmentation and summarization

• Efficient description schemes for anthropocentric
video information

• Dialogue detection, LiP activity detection, visual
speech recognition

• Hand gesture recognition
• 3D modeling of humans
• Person verification and recognition

Authors should follow the EURASIP JIVP manuscript for-
mat at http://www.hindawi.com/journals/ivp/. Prospective
authors should submit an electronic copy of their complete
manuscripts through the EURASIP JIVP manuscript track-
ing system at http://www.hindawi.com/mts/, according to
the following timetable:

Manuscript Due February 1, 2007

Acceptance Notification June 1, 2007

Final Manuscript Due September 1, 2007

Publication Date 4th Quarter, 2007

GUEST EDITORS:

Nikos Nikolaidis, Department of Informatics, Aristotle
University of Thessaloniki, Greece; nikolaid@aiia.csd.auth.gr

Maja Pantic, Department of Computing, Imperial College
London, UK; m.pantic@imperial.ac.uk

Ioannis Pitas, Department of Informatics, Aristotle
University of Thessaloniki, Greece; pitas@aiia.csd.auth.gr
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IEEE ICME 2007 Call for Papers 
2007 International Conference on Multimedia  

& Expo (ICME) 
 July 2-5, 2007 

Beijing International Convention Center, Beijing, China 

                                       
 

Sponsored by:  Circuits and Systems Society,  Communications Society,  Computer Society,  and  Signal Processing Society. 
 

 
 

General Co-Chairs 
Xinhua Zhuang, U. Missouri-Columbia, USA 
Wen Gao, Peking University, China  
 
Technical Program Chair 
Yun Q. Shi, NJIT, USA 
 
Technical Program Vice-Chairs 
Mark Liao (Circ. & Sys. Society) Acad. Sinica  
Yu-Hen Hu (Comm. Society) U. Wisconsin, USA 
Philip Sheu (Comp. Society)  UC Irvine, USA 
Joern Ostermann (Sig. Pr. Soc.) LUH, Germany 
 
Conference Manager 
Hong Man, Stevens Inst. Tech., USA 
 
Special Session Chairs 
John Aa. Sorenson, ECC, Denmark  
Shipeng Li, Microsoft Research Asia, China 
 
Tutorial Chairs 
Ming-Ting Sun, University of Washington, USA 
Oscar Au, HKUST,  China 
 
Finance Chairs 
Belle Tseng, NEC Lab America, USA 
Shiqiang Yang, Tsinghua University, China 
 
Publicity Chairs 
Bo Li, Beihang University, China 
Ed Wong, Brooklyn Poly. Univ., USA 
 
Registration Chair 
Yun He, Tsinghua University, China  
Hong Man, Stevens Inst. Tech., USA 
 
Electronic Media Chairs 
Zicheng Liu, Microsoft Research, USA 
Chiren Shyu, U. Missouri-Columbia, USA 
 
Publications Chairs 
Wenjun Zeng, U. Missouri-Columbia, USA 
Yuanchun Shi, Tsinghua University, China  
 
Demo-Exhibit Chairs 
Jian Lu, Vobile Inc., USA 
Feng Wu, Microsoft Research Asia, China 
 
Local Arrangement Chairs 
Hanqing Lu, IA of CAS, China 
Xilin Chen, ICT of CAS, China 
 
North America Liaison 
Heather Yu, Panasonic, USA 
Yong Rui, Microsoft, China 
 
Europe Liaison 
Murat Kunt, EPFL, Switzerland 
Jean-Luc Dugelay, EUROCOM, France 

 
IEEE International Conference on Multimedia & Expo  is a major annual international 
conference with the objective of bringing together researchers, developers, and practitioners from academia 
and industry working in all areas of multimedia. ICME serves as a forum for the dissemination of state-of-
the-art research, development, and implementations of multimedia systems, technologies and applications. 
ICME is co-sponsored by four IEEE societies including the Circuits and Systems Society, the 
Communications Society, the Computer Society, and the Signal Processing Society. The conference will 
feature world-class plenary speakers, exhibits, special sessions, tutorials, and paper presentations. 
 
Prospective authors are invited to submit a four-page paper in double-column format including authors' 
names, affiliations, and a short abstract. Only electronic submissions will be accepted. Topics include but 
are not limited to: 
 

• Audio, image, video processing 
• Virtual reality and 3-D imaging 
• Signal processing for media integration 
• Multimedia communications and networking 
• Multimedia security and content protection 
• Multimedia human-machine interface and interaction 
• Multimedia databases 
• Multimedia computing systems and appliances 
• Hardware and software for multimedia systems  
• Multimedia standards and related issues  
• Multimedia applications 
• Multimedia and social media on the Internet 

 
A number of awards will be presented to the Best Papers and Best Student Papers at the conference.  
Participation for special sessions and tutorial proposals are encouraged. 
 
SCHEDULE 
 
§ Special Session Proposals Due: December 1, 2006 
§ Tutorial Proposals Due: December 1, 2006 
§ Regular Paper Submissions Due: January 5, 2007 
§ Notification of Acceptance: March 19, 2007 
§ Camera-Ready Papers Due: April 16, 2007 
 
Check the conference website http://www.icme2007.org  for updates.  
 

International Advisory Board  
 

Sadaoki Furu i, Tokyo Inst. Tech., Japan (Chair) 
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           The International ITG / 
IEEE Workshop on Smart Antennas 
                    WSA 2007 
           February 26-27, 2007 
                     Vienna 

Call for Papers 
The International ITG / IEEE Workshop on Smart Antennas WSA 2007 provides a 
forum for presentation of the most recent research on smart antennas. The objective is 
t o 
continue, accelerate, and broaden the momentum already gained with a series of ITG 
Workshops held since 1996: Munich and Zurich’96, Vienna and Kaiserslautern’97, 
Karlsruhe’ 98, Stuttgart’99, Ilmenau’01, Munich’04, Duisburg’05, and Ulm’06. This call 
for papers intends to solicit contribu-tions on latest research of this key technology for 
wireless communication systems.                                            . 

Workshop topics include, but are not limited to: 

- Antennas for beamforming and diversity    - Multicarrier MIMO 
- Channel measurements       - Multiuser MIMO 
- Spatial channel modeling       - Cooperative and sensor networks 
- Beamforming         - Crosslayer optimisation 
- Diversity concepts        - Radio resource management 
- Space-time processing       - Cellular systems 
- Space-time codes        - Link, system and network level simulations 
- MIMO Systems        - Hard- and software implementation issues 

There will be oral as well as poster presentations. 
The workshop will be jointly organized by the Institute of Communications and Radio 
Frequency at Vienna University of Technology and the ftw. Telecommunications Research 
Center Vienna in cooperation with the VDE, ÖVE, and the IEEE on February 26-27, 2007 in 
Vienna, Austria 

Organizers and Workshop Chairs 

Markus Rupp, 
E-Mail: mrupp@nt.tuwien.ac.at 
Christoph Mecklenbräuker, 
E-Mail: cfm@ftw.at 
Information about the workshop can soon be found at: http://www.ftw.at/ 
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Sergio Barbarossa Martin Haardt Werner Mohr Reiner Thomä 
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Ernst Bonek Anja Klein Steffen Paul Emanuele Viterbo 
Andreas Czylwik Miguel Lagunas Ana I. Pérez-Neira Tobias Weber 
Armin Dekorsy Geert Leus Arpad L. Scholtz Joachim Wehinger 
Gerhard Fettweis Jürgen Lindner Nikos Sidiropoulos Werner Wiesbeck 
Bernard H. Fleury Gerald Matz Klaus Solbach Thomas Zemen 
Javier Fonollosa Utz Martin Michael Tangemann Abdelhak Zoubir 
Alex Gershman Tadashi 

Matsumoto 
Giorgio Taricco  

 


