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Blind MAI and ISI Suppression for DS/CDMA
Systems Using HOS-Based Inverse Filter Criteria

Chong-Yung ChiSenior Member, IEEEChii-Horng Chen, and Ching-Yung Chen

Abstract—Cumulant-based inverse filter criteria (IFC) using [2], [4] have been reported that are near—far resistant, but their
second- and higher order statistics (HOS) proposed by Tugnaitt computational complexity grows exponentially with number
al. have been widely used for blind deconvolution of discrete-time ¢ sctive users. Therefore suboptimal detectors with lower

multi-input multi-output (MIMO) linear time-invariant systems ., wational complexity such as linear detectors have been
with non-Gaussian measurements through a multistage successive P P y

cancellation procedure, but the deconvolved signals turn out to be feported [.1]: [2], [5]-{9]. Lupas and Verdu [5] proposed a
an unknown permutation of the driving inputs. In this paper, a decorrelating (linear) detector that completely suppresses the
multistage blind equalization algorithm (MBEA) is proposed for unwanted users at the expense of noise enhancement; there-
multiple access interference (MAI) and intersymbol interference  fore it is near—far resistant as the minimum error probability
(ISI) suppression of multiuser direct sequence/code division mul- receiver. Minimum mean square error (MMSE) linear detectors

tiple access (DS/CDMA) systems in the presence of multipath. The . .
proposed MBEA, which processes the chip waveform matched [11-{3], [6] perform as the decorrelating detector when noise

filter output signal without requiring any path delay information, ~ variance approaches zero and as the single-user matched filter
includes blind deconvolution processing using IFC followed by when powers of unwanted users approach zero. Henigl.
identification of the estimated symbol sequence with the associated [7] proposed a minimum output energy (MOE) detector that
user through using a user identification algorithm (UIA). Then, 5156 corresponds to an MMSE linear detector, and both of
some simulation _results are presente_d to support the proposed th . . I-to-interf —olUS-NOi i
MBEA and UIA. Finally, some conclusions are drawn. ém can maximize signal-to-interierence-plus-noise ratio
. . o (SINR). On the other hand, some decision-driven detectors
Index Terms—Cumulant-based inverse filter criteria, higher \yith computational complexity comparable to linear detectors
order statistics, multistage blind equalization algorithm. have been reported such as successive cancellation detectors [1]
and multistage detectors [8], decorrelating decision-feedback
I. INTRODUCTION detectors [9], and MMSE decision-feedback detectors [1], [2]

ODE division multiple access (CDMA) has been a centrﬂI]at are suited to high SNR channels with power imbalance, but
b ?peir performance is generally not superior to linear detectors.

technique in multiuser communications due to efficie .
q r]—|owever, the detectors mentioned above assume the absence

spectrum utilization, release from frequency management, 10 . . o .
. - . multipath effects and require some prior information such as
mobile station’s transmit power (through power control and so L L
) . g . ._Signature sequences, relative signal arrival time delays between
handoff), wide variety of data rates, high multipath resolution . . .
users, noise variance and signal powers of users, etc.

and high trunking efficiency, etc. In addition to additive white Recently, many algorithms for simultaneously suppressing
Gaussian noise, two major interference problems encountereﬂﬂiﬂ ' ’
| and removing ISI have been reported [10]-[13] for

the receiver design of CDMA systems are multiple access inteé- MA systems in the presence of multipath. Tsatsanis and

ference (MAI), due to multiple users sharing the same Chann&i’annakis [10] proposed an MMSE decorrelating receiver for

ar)d mtersymbol interference (1SI) resultmgfrom mu_ItlpIetransaisémchronous DS/CDMA systems. Their MMSE receiver is
mission paths between the transmitter and the receiver. Suppres-

: . néar—far resistant, but it requires signature waveform (convolu-
sion of MAI and removal of ISl are crucial to the performanc d 9 (

[capacity and bit error rate (BER)] of multiuser detection Oﬁon of multipath and signature sequence) of all the active users
CDMA systems given in advance. They also proposed an MMSE receiver for

. . . irect sequence spread spectrum (DS/SS) systems in multipath

A number of detection algorithms for the suppression . ; L . .
. . 1], including estimation of the signature waveform using

MAI for CDMA systems have been reported in the open liter: : .

E subspace-based algorithm. Tsatsanis [12] also proposed a

ature. Optimum receivers, such as maximum likelihood (ML ear—far resistant MOE receiver for asynchronous DS/CDMA
detectors [1]-[3] and minimum error probability detectors [1 . . .
ystems, assuming that a path of the desired user is known

ahead of time. Then, Tsatsanis and Xu [13] further proposed
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correlation matrices with huge dimension must be performésithe set of the( active users’ signature sequences. 1.gb]
by subspace-based methods for finding the noise subspace, @enbte the symbol stream of useand let

therefore, their practical use is limited due to large computa-
tional complexity.

Higher order statistics (HOS) [17], known as cumulants, have
been successfully used for blind deconvolution (equalization)
of nonminimum-phase linear time-invariant (LT1) single-inpufhe received signal(¢) is a superposition of signalg(¢) from
single-output (SISO) and multi-input multi-output (MIMO) systhe K users as follows [2], [10], [12], [13]:
tems [18]-[28]. Chi and Wu [18] proposed a family of SISO in-
verse filter criteria (SISO-IFC) for equalization of SISO systems _ ‘
using HOS, which includes Tugnait’s IFC [19] and Shalvi and ult) = z_; vill) + w(?) 3)
Weinstein's IFC [20] as special cases. Tugnait [22], Inouye [23], =
Feng and Chi [24], and Chi and Chen [25], [26] extended thesderew(t) is additive white Gaussian noise, and
SISO-IFC to those for blind deconvolution of MIMO systems. o
Yeung and 'Yau [27] proppsed a super—exponentigl a!gorithm wi(t) = Z si[k]gi(t — kT) 4)
(SEA) for blind deconvolution of MIMO systems, which is also
an extension of Shalvi and Weinstein’s SEA for blind decon-
volution of SISO systems [21]. Loubaton and Regalia [28] pravhereT. is chip duration, angd;(t) denotes the channel of user
posed a deflation algorithm for blind deconvolution of MIMC, including the transmitter filter)(t) (chip waveform), multi-
systems. Based on a state space description of the lossless lapéth channet;(t), and the receiver filtep* (—t) given by
structure for the inverse filter, the deflation algorithm processes
prewhitened measurements so that one of the input signals can gi(t) = P(t) @ mi(t) ® " (—1) ®)
be obtained. . : .

A common fact regarding the preceding IFC, SE algorithmvvlrere@ _de‘?’f)(;es the cohntlnuousl,—tlme c_onvo_lutlon operator, the
and deflation algorithm for MIMO systems is that the deco puperscript +” denotes the complex conjugation, and(#) can
volved signals obtained through a multistage successive Cancéel_expressed as
lation (MSC) procedure turn out to be an unknown permutation M;
of the driving inputs. This fact prevents their use in the MAI m;(t) = Z B 16t — 7 1) (6)
suppression and ISI removal for CDMA systems, although re- k=1
ceived signals for CDMA channels in the presence of multipath

can be modeled as an MIMO system. The reason for this is thypvhich B x, 7;,x, andM; are the amplitude of theth path,

as any one of the above approaches is employed, the matcﬁ\r/c(gﬁ) a%?tlljosr;gelay of thth path and number of paths, respec-
each estimated symbol sequerigp:] (obtained at théth stage Y, 07 . . . .

of the MSC procedure) with the associated ysg@vith a known The_ d|scretejt|m§ signaln] can be obtained by sampling
signature sequeneg[n]) who transmitted it is unknown due toy(t) with sampling intervall:: as follows:

the fact mentioned above. In this paper, we propose a user iden-

oo

silnl = > wilkleiln — kP, (2)

k=—oc0

K

k=—oc0

e : i y[n] =y(nTe)

tification algorithm (UIA) for identifying the match af;[»] and "

¢;[n]. Then, a multistage blind equalization algorithm (MBEA) = yiln] + win]

is proposed for blind MAI suppression and I1SI removal of asyn- P

chronous DS/CDMA systems in multipath including blind de- K oo

convolution processing using IFC followed by the use of the - Z wi[k]hi[n — kP] + w[n] )
proposed UIA. i=1 k=—o00

The paper is organized as follows. Section Il presents the
MIMO signal model for asynchronous DS/CDMA channelsvherey;[n] = y;(nT.), w[n] = w(n1:), andh;[n] is the signa-
Section Ill presents IFC for DS/CDMA systems. The proposddre waveform of usei given by
UIA and MBEA are presented in Section IV. Then, some simu-
lation results are presented in Sect_lon V to support the efficacy hiln] = ci[n] = g:[n] = cik]gi[n — k] 8)
of the proposed UIA and MBEA. Finally, we draw some con-
clusions.

v
X

o~
Il

0

where the discrete-time multipath changgh)] is given by
[I. MIMO SIGNAL MODEL FOR ASYNCHRONOUS

7 =4 Tc .
DS/CDMA CHANNELS giln] = gi(nT) 9

Consider aK-user asynchronous DS/CDMA system. As- Discrete-time MIMO model fog[n] can be obtained through
sume that; [n] is the signature sequence (a binary sequenceR§flyphase decomposition [2], [10], [12], [13]. Let
+1, —1}) of useri with spreading factor equal t&#(>K), ; .
;nd ) L P k | (2 y({) [n] =y[nP +j —1]
v ] = wilnP +3 — 1]

R={cn],i=1,2...,K, n=0,1,...,P—-1} (1) wn] =wnP +j — 1]
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be type | polyphase components k], v;[n] andw[n], respec-
tively. Let

vl = (sOl, vl ..y la))

=(y[nP], ylnP +1], ..., ylnP+ P -1D"  (10)
vibdl = (s, o, - o"0l)

=(w[nP), P +1], ..., u[rP+P - 1T (11)
uln] = (ui[n], uz[n], ..., ugxn])* (12)
win] = (w®n], w@fnl, .. w®])

=(w[nP], wnP +1], ..., wnP+P—1)*. (13)
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Assume that we are given a set of measuremeptg n =
0,1, ..., N—1givenby (15) under the following assumptions:

A1) w;[n] is zero-mean, i.i.d., non-Gaussian and statisti-
cally independent ofi, [»] for all & # ¢, and

= Op,q{ui[ﬂ]}
|C1 1{wi[n]}|@t0)/2

ri(p, q) #0 (19)
for a chosen(p, ¢), wherep and ¢ are non-negative
integers, angh + ¢ > 3.
The MIMO systemH|[r] is exponentially stable, i.e.,
IH[n]|| < aB!™! for somed < a < cc and0 < 3 < 1.
Assume that'[n] = (vP[n], vP[n], ..., v DT (Px 1
vector) is an FIR inverse filter with region of supp@H;, Ls]
(i.e.,v[n] # (0)forn = Ly, L1+1, ..., Ly). Then, the inverse
filter outpute[n] can be expressed as

A2)

Note thatw(n] is a white Gaussian vector random process.

Then, the received signg|n| given by (7) can be expressed as

K

y[n] = Z viln] + win] (14)
=H(n] * u[n| + win]
= Y Hkuln - k] + win] (15)

k=—oc

whereH[n] is aP x K impulse response matrix with tifg %)th
entry equal to

09 [n] = hy[nP +i — 1] (16)
and
yi[n] =hi[n] «w;[n]
= Z h; [k]u;[n — k] 17)
k=—o0
in which
bifol = (80l 2Pl wVl) (9)

is theith column ofH[r]. Next, let us present IFC for estimatingy; ., ¢or |

u[n] with y[n].

Ill. IFC FORDS/CDMA SYSTEMS

For ease of later use, let cymy, x2, ..
joint cumulant of random variables , z, .

., &pr} denote the
e TM, and

cum{z:p,...} =cum{z; =z, 22 =z, ...
Cp, {z} =cum{z: p, 2" : ¢}

[|A||(||a]]): Euclidean-norm of matriA (vectora)

ST =T, ...}

A(z)(a(z)): z-transform of matribA[n] (vectora[n])
Lok=(&=0,..., 6 1=0&=1

1 =0, ..., &6 =07 1<k<n

£{blnl} = [Ib[]I*.

c[n] =v"[n] + y[n]

v @] =y ]

-

1=1

Lo

v [Ey[(n — k)P +i —1]

NE

<.
Il
—

k=L,

[M]=

v[kly[(n — L1)P+ P —1—k]

N
S
@ o

[n] (20)
where
Qv (L2 - Ll + 1)P -1

v =[], o1, ..., vg.])”
= (P[] oI L), L oL, L)

(21)

WP V[L], ..., o® [LQ])T (22)
yln] =(yl(n — L1)P + P — 1], y[(n — L1)P + P — 2]
o ylln—L)P+P —1—g))". (23)

Note that (20) is nothing but the type Il polyphase decomposi-
n] and is referred to as multirate convolution [11].
By (15) and (20)¢[n] can also be expressed as

e[n] = £7[n] x u[n] + v''[n] * wln] (24)
where

fT[n] =(fi[n], ...

is the overall (multi-input single-output) channel framfiz] to
eln].

, fxlnl) =vT[n]+Hln]  (25)

A. IFC
A family of IFC is defined as

|Cp, gte[n]}
Jp, W) = |Cl7l{e[n]}|(p+q)/2

wherep andg are non-negative integers, apd- ¢ > 2. Tug-
nait [22] finds the optimumv by maximizing IFCJ, ,(v) for

(26)
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(p,q) = (2,1) and(p, ¢) = (2, 2) based on the following (¢ — 1)th iteration), as used by the SEA. Therefore, the former

theorem.

converges almost as fast as the latter with similar computational

Theorem 1[22]: Assume thay [»] is the output of an MIMO load. Moreover, three worthy remarks regarding the use of the
system given by (15) in the absence of noiegr{] = 0) under IFC J, ,(v) are as follows.

the assumptiona1) and A2). Then, J, ,(¥) with (p, ¢) =
(2,1) or(p,q) = (2,2) are maximum ad.,; — —oc and
Ly — o ifandonlyiffn] = a-1x ;- 6[n — 7], €.,

R1)

(27)

e[n] = au;n — 7]

ormax{.J, ,(»)} = |k;(p, ¢)|, where

J = argmax{|r:(p, ¢)|} (28)  R2)
anda # 0 andr (integer) are unknown scale factor and time
delay, respectively. O

Chi and Chen [25] extended Theorem(%,[¢) = (2, 1) and
(p, q) = (2, 2)] for all the other admissible choices pfandq
with p + ¢ > 2. Theorem 1 also implies that &s;(p, ¢)| = &,
t=1,2,..., K, the optimume[r] can be the estimate of any
one of theK inputs. In addition to the global optimum inverse
filter associated withp, ¢) = (2, 1) and(p, ¢) = (2, 2) pre-
sented in Theorem 1, among local maxima and minima (sta-
tionary points) of IFCJ,, ,(v) for p+ ¢ > 2, there arel stable
local maxima as SNR is infinite, which are presented in the fol-
lowing theorem.

Theorem 2: Assume thaty[n] is the output of an MIMO
system given by (15) in the absence of noiegs(] = 0) under
the assumptionsi), A2), L; — —oc, andL, — oc. There are
K stable local maxima fov, ,(v), where each is associated
with anf[n] =a; -1k ;- (5[71 - Tj], Je€ {1, 2, ..., K}, and
the other local maxima are unstable equilibria for the following
cases.

Cl) p+gq > 2asy[n]isreal.
C2) p =g > 2asyln]is complex.

R3)

All of the input signal estimates can be obtained
through using aK-stage successive cancellation
procedure [22], [27], [29], which will be presented
in Section IlI-B. At each stage, one input estimate is
obtained using an iterative gradient-type optimization
algorithm such as Chi and Chen’s fast algorithm [26,
Alg. 2].

The phase ambiguity in the estimated input signal re-
sultant from the complex scale factoef{see (27)] can

be overcome using differential coding techniques such
as the differential phase shift keying (DPSK) modula-
tion scheme [3] that encodes the information of phase
differences between successive symbol transmissions.
J2 2(v) is mainly used in digital communications be-
causerx;(p, q) # 0,1 = 1,2, ..., K for (p, ¢) =

(2, 2), whereass;(p, q) = 0for p + ¢ = 3 in most
situations. Other choices of and ¢ are possible in
some signal processing areas such as blind source sep-
aration [31] as long as;(p, ¢) # 0 andp + ¢ >

2. However, in practice(, ,{e[n]} and Cy 1{e[n]}
needed byJ, ,(~) must be replaced by the associ-
ated sample averages obtained from the given finite
data. The smaller thge 4 ¢, the smaller the variance
of the sample average associated with,{¢[n]} and,
therefore, the better the performance of IFC in gen-
eral. Moreover, the computational complexity of IFC
is lower for smallep + q. Therefore, among all admis-
sible choices ofp, ¢), the one with the smallegt+ ¢

is suggested.

C3) p+q > 2,p # ¢ Cr{w]} = o2, and B. MSC Procedure [22], [27], [29]

Cp glwnl} =~ #0,1=1,2,..., Kasy[n] is
complex. O
The proof of Theorem 2 is given in Appendix A, which needs,,
the following lemma in the proof.
Lemma 1 [30]: Assume that > 1. Then

for0<e<e
for0 < e < ¢/2.

(e—e) 4+ (e+e) >2¢",
(e—e) 4" <€,

(29)

BecauseJ, ,(») is a highly nonlinear function o, one
has to resort to iterative gradient-type optimization algorithms

that, initialized by a chosen = v(?, can only find a stable Tparefore. the contribution in

local optimum » associated with one input signal;, [n],
jo€{1,2,..., K} by Theorem 2.

Chi and Chen [26] proved the fact that as SNR s finite, the
optimum inverse filtee by maximizing./, ,(v) is the same as
that obtained by the SEA [27] for the cases CGl}{q > 2 as
y[n]isreal)and C2){ = ¢ > 2 asy[n] is complex) in Theorem
2. Based on this fact, they proposed a fast iterative gradient-type

as

This subsection presents how to extract all the input signals
using the IFC. With the obtained inverse filter outp[#t] using
(v), h;[k] can be estimated as [22], [27], [29]

_ Elylnle*[n — £}

h,[k] = 31
= B ey 5D

(30) Substituting (27) into (31) yields
[n] = é bin+7  aswin]=0.  (32)

[n] due tou;[n] can be estimated

algorithm [26, Alg. 2] with guaranteed convergence that bagkancelingy;[»] from the datay[n] yields

cally updates at theith iteration by solving the same set of
linear equations (formed of correlations pffz] and cross cu-
mulants ofy[n] and the inverse filter outpu{n] obtained at the

yi[n] =hy[n]  eln] ~ [by (17)] (33)
=h;[n] * v [n] *yn] (34)
=h;[n] xu;[n] aswn]=0. (35)

ylnl =yln) - 35l [by (14 (36)
=y[n] = hy[n] « ¥"[n] + y[n] 37)
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that corresponds to the outputs aPax (K — 1) system driven subject to
by (K — 1) inputsu;[n],i=1,...,5—1,7+1,..., K.

The IFCJ,_,(v) given by (26) can be employed to estimate filn] = g1lko] - 6l — no] (41)
{ui[n], ¢ = 1,2, ..., K} through an MSC procedure [22],
[27], [29] with the following signal processing procedure at th
lth stage.

S1) Find alocal optimumv (and¥[n]) of J, ,() using an

iterative gradient-type optimization algorithm and thé/here0 < no < £, and0 < ko < ¢,. Remark thay:[ko] #0
associated;[n] = ¢[r] andhy[n] = h;[n] (jth column S required, i.e., a path of the desired user must be known in

\évhich is equivalent to the following linear equations:

Civ= 1(£+1)~(qg+1),n0'(qg+1)+k0+1 (42)

of H[n)). advance and that a distortionless signgko] - w1 [n — no] of
s2) Updatey[n] by y[n] given by (37). u1[n] always exists in the MOE equalizer output, regardless of
Two worthy remarks regarding the MSC procedure are as férll_terference signals _and hoise. .
lows. For the suppression of interference signals, Schodorf and

Williams [32] proposed a constrained criterion by minimizing
Jmor(v) for blind deconvolution of synchronous CDMA
channels in the absence of multipath subject to the following
tﬂi’ecorrelating constraint:

R4) The obtained¢;[n], ly[n]}, 1 =1,2,..., K are es-
timates of{u;[n], h;[n]},j € {1,2,..., K}uptoan
unknown scale factor and an unknown time delay. Es
matesi; [n] with higher signal poweE; (strong users)

defined as [11] fln] =1k 1 - 6[n]. (43)
B, = E {HYi [”]||2} (38) Li and Fan [33] proposed a constrained constant modulus algo-
P rithm (CMA) that minimizes the following cost function:
are usually obtained prior to those with lowgy (weak 9
users) Jena®) = 1B { (el - ¢)” } (44)

R5) Imperfect cancellation i82) results in error propaga-
tion accumulated in the ensuing stages. Moreover,
is possible that two input estimates, said todpdn] filvol =1, noe{0,1,..., L} (45)
andeg, [n] (I2 > 11), are associated with the same (un- ) ’
known) user; due to error propagation, whereas[n] To obtain the optimum causal inverse filter (i.8y, = 0), Tug-
is the more reliable estimate, and thus, the redundardit and Li [34] proposed a constrained IFC by maximizing
ei,[n] can be ignored. J2 2(v) subject to

V}{herec is the constant modulus ef; [»] subject to

C. Initial Condition for IFC URTR,, 7 =0 (46)

Assume that the user of interest is user 1; it is preferred thatere the superscriptf” denotes complex conjugate trans-
u1[n] is estimated at an early stage of the MSC procedure d”%e,u is aP(Ly + 1) x (P(Ly + 1) — 2P) matrix whose
error propagation effects [see R5)]. Next, let us presentan init@jymns are an orthonormal basis for the orthogonal comple-
condition®) that is helpful for obtaining the estimate[n] at ent of aP(L; + 1) x 2P matrix formed bye;[n], T is a
an early stage of the MSC procedure. P(Ly+1) x P(Ly + 1) permutation matrixR.,, is an(L; +

Assume that each multipath changgln] is an FIR channel 1)',"(7,, 1 1) block matrix with(, 5)th block element equal

of order equal tag, < P that occurs in most asynchronousg, E{y[n +j — ily2[n]}, 0is a(P(Ly + 1) — 2P) x 1 zero
DS/CDMA channels [10], [13]. Let

vector, and
[ c;|lP—1 e P—1—q, 1 - T
il . ] il _ %] v = (T[], vIT, ..., vE L)) (47)
GP=1—q] - ¢[P—1—q.—q] ng_nait and Li [35] also propos_ed a constrained CMA by mini-
C.— ) mizing Jouma (v) with ¢ = 1 subject to the constraint (46).
I : : The optimum equalizers reported in [33] and those reported
gl(L+1)P -1 - g[(L+1)P—-1-gq,] in [34] and [35] are obtained by an iterative projection stochastic
: : gradient algorithm, whereas the latter two are further used as the
Lo [(L+1)P—1—q,] - ¢[(L+1)P—1—gq,—q,]] initial conditions of the unconstraineé »(») and Joua(v),

(39) respectively.
Consider the following decorrelating constraint:
where£ = | (g, + g4)/P], and|z| denotes the largest integer B
less than or equal to. Note that matrixC; is of full rank if ffn] =151 - gulko] - 6n — no] (48)
g4y < P[13]. _ o ~ which is equivalent to the following linear equations:
Tsatsanis [12] proposed a constrained criterion for estimating

that minimizes the mean-output-ener iven b _ |47 T T
ui[n] P gy given by Cv = [1 1) (gt D)oo -gy #4103 ...0,‘,_1}

Juoe(w) = E {|¢[r]]*} (40) =1 (£41)-(gy4+1) K, no-(qg+1)+ho+1 (49)
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where0;,i=1,2, ..., K —lare(L+1)-(g,+1) x 1zero
vectors, and

(50)

¢=[clcy---ck]’

Then, the least squares (LS) solution #doy minimizing

E{f[n] — 1k 1 - g1lko] - 6[n — no]}
2
= |ICv — 124 1)-(qy+1)-K, mo-(qy+ D4ko+1]| (B1)
is given by

vis(n0, ko) = CT - L(£41). (g, 41)- K mo-(gy 4D +kot1 (52)

whereC™ is the Moore—Penrose pseudo invers€o8VD is
an efficient approach for obtaining.s(no, ko). WhenC is an
overdetermined or exact system [i.€l,+1) - (¢, + 1) - K >
q. + 1] andC is of full column rankC* = (c¢)~*c*, and
vis(no, ko) is unique. Otherwisass(ng, ko) is the minimum
norm LS solution.
The initial condition»® for IFC J, ,(v) is suggested as

follows:

0 = VLS (ﬁo, /;0)
where

arg max
(no€No, ko €K0)

(ﬁm ko) = {Jp, «(wrs(no, ko)) < [r1(p, @)}
(54)
inwhichAy C {0,1,..., £},andKy C {0, 1,...,¢q,}. A
worthy remark regarding the proposed initial condition (53)
as follows.
R6) Ther® given by (53) not only minimizes the error

squares of the decorrelating constraint (48) [indexed
by (no, ko)] associated with the desired user (user

1) but also maximizes the associatégl , [bounded
by [r1(p, ¢)|] with respect to(no, ko) € (No, Ko).
Therefore, a transmission path with “large” magnitud
[i.e., large|gi[ko]| in £[n] given by (48)] associated
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IV. USERIDENTIFICATION AND MBEA

First of all, let us present three facts on which the UIA to be
presented below is based. The first fact is about the relation be-
tween the phase and higher order moments of a stable sequence.
Leta[n] (i.e.,>, |a[n]] < o) be a stable sequence with a cer-
tain amplitude spectruni(w)|. Define

Al = [ 1A@] B o, (60
Mo = 3 Jaln]l (57)

where¢,(w) = arg{A(w)} with linear phase term removed

[i.e., thelinear term in the Taylor series expansiome@f A(w)}

is equal to zero], and > 2. Note that
Alaaln —7]) = |af>" Aafn]) (58)

implying that A(a[n]) is invariant for any linear phase change

in arg{ A(w)} as long ag«| = 1. Chienet al. [38] have shown

the following fact for reak[n].

F1) The smaller theF(a[n]), the larger theA(a[n]
other words,A(a[n]) is maximum asp,(w) =
all w.

Following the same procedure for proving F1) as presented in

[38], one can easily show that F1) is also trug]it] is complex.

The second fact regarding properties of signature sequences [1],

LZ] is as follows.

F2) Each signature sequencg[n] € R is basically a
pseudo-random (approximate allpass) sequence with
approximate random phase and autocorrelation func-
tion cx[n] * cx[—n] = Pé[n] (or |cx(w)|* ~ P) and
uncorrelated withe;[n] € R for ¢ # k. Moreover,
¢i[n] = ex[n] if ¢, (w) = ¢, (w) (with linear phase

e term removed).

The third fact is regarding an “entropy measure” of a stable

). In
0 for

with the desired user is detected without need of afjPnZero sequendsgn| defined as

prior multipath information of the desired user. Con
sequentlyji;[n] = e[n] by maximizing IFCJ, ,(v)

can always be obtained at an early stage of the MSQ“kym(b[n]) =
procedure, even when user 1 is a weak user, as long as

the near—far ratios (NFRs) defined as
NFR; = Ei/E; (55)

are not too high for alf # 1.
The output SINR, which is denoted by SINRor user 1 has

been a widely used performance measure of equalization algo-

rithms in digital communications. The computation of SINR

for the obtainedi, [»] through the MSC procedure is summa

> ]l

n=—oo

k/m’
|b[n]|m)

F3) 0 < T (b)) T, m(abln —7]) < 1 and
Iy pm(aéln — 7]) = 1 (minimum entropy) for all

« # 0 and integerr [36], [37]. The smaller the
entropy ofb[n] (or the closei[n] to «wd[n — 7]), the
closerl'y, ,,,(b[n]) to unity.

Next, let us present the UIA, its analysis, and the MBEA,

1<m<k. (59)

o

(2.

2

rized in Appendix B. Moreover, a UIA is needed to identify usgi€SPectively.

number at each stage of the MSC procedure unfit] is esti-
mated. Next, let us present a UIA for identifyingrn| obtained

A. UIA

at thelth stage of the MSC procedure with the associated jiser Assume that;[n] and h;[n] are the optimum estimates of
(with signature sequeneg[n]) and an MBEA for the MAI sup- «;u;[n—r;] andh;[n+7;]/c;,, respectively, which are obtained
pression and ISI removal of asynchronous DS/CDMA channelsing the IFCJ, ,(v) at thelth stage of the MSC procedure,
in the presence of multipath. where the user numbgiis unknown [see R4)]. Let;[n] be the
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(chip rate) signature waveform estimate associated lith],
ie.,

hafnP+i—11=8"[n] [y (16)] (60)
whereﬁl(i)[n] is theith entry ofhy[n]. Therefore
— 1
hi[n] ~ — h;[n + ; P]. (61)
&
Let
h,
ar k[n] = haln] al-n), an]erR (62
[[ua[n]]]

where|[hy[n]||? = €{h[n]} denotes the energy &§[n]. Then,
F(az, [n]) [see (56)] can be expressed as

1 '77
Flaal = e [ 160

by, (W) + de; (W) — e, (w)]2 dw
1

~———  (Fi+F+F3) [by(8)and (61)]
T o]l
(63)
where
ﬂ;[ﬂ@MH%M—%wWW (64)
m= | 16 @)] - o, (@) d (65)
fézz[_K%@mwmxw-w%w»—@Awnmn (66)

Note thatF; is a constant [not function ap., (w)] and that

| F3| < F1wheng., (w) # ¢, (w) due to approximate random

phases., (w) ande., (w) by F2). ThereforeF (a;, x[n]) is min-
imum andA(a; x[7]) is maximum wherc,[n] = ¢;[n] by F1),
which suggests the following UIA.

UIA:
Q1) CalculateA(a; x[n]) ¥ cx[n] € R using (57) and (62).
Q2) Identify e;[n] with 4,[n] where the usey (with the

signature sequencg[n]) is decided by

j= arginax{A(alyk[n]), Ver[n] € R} (67)

B. Analysis of the UIA

Because the identification ef[n] with @;[n] depends on the

difference between (a; ;[»]) andA(a; x[n]) for all &k # 4, the

larger the difference, the better the performance of the proposed3)

UIA. Next, let us analyze how(a;, 1[n]) for k = j andk # j
depend on the spreading gdfrand the multipath channg) [].
Substituting (61) into (62) yields

arl] = L g

— *
[[u[n]]
" hJ[TL + TjP]
~lAiln+ 7Pl

[by (61)]

* ¢ [—n]

[by (8)]-
(68)

:mgj[n-i-’l'jp] *Cj[n] *Ck[—TL]
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Furthermore, from F2) and (68)

r
———— gj[n + 7, P]
(1A [n]l] ™ !
which implies the following first-order approximatian[»] to

g;[n]:

(69)

ar, j[n] ~

gi[n] = ai, j[n — ;P (70)

up to a scale factor. Moreover, it can be easily shown from F2)
and (8) that
1[Il == Pllg;[n]1* (71)
and
ll9;[n] % e5n]  ci[=nlll* = P2||g;[n]|I*. (72)

From (57), (59), (68), (71), and (72), it can be easily shown that

P algslol bl = cl-nl), k=
sl = { e lonl), ko
73
N {P’T%,‘Z(gj[”]% k=j
= VP Tanaloslnl * cfnl « cxlnl), k£
(74)

where we have used the fact thygln] = c; [n] xc;[—n] ~ Pg;[n]

by F2) in the derivation of (74). One can easily infer, from (74),
F2) and F3), that\(a; »[n]) < A(ar ;[n]) for k # j because
the entropy ofy;[n] is much smaller than that @f [»]  c;[n] *
ck[—n]. Therefore, we have the following remark.

R7) The performance of the proposed UIA is better for
larger P andl'y,. 2(g;[n]). Because the proposed UIA
employs the characteristics of pseudo-random codes
[see F2)], it cannot be applied as nonpseudo-random
codes are used.

C. MBEA

Assume that the user of interest is user 1. We would like to
estimateu [»] using the IFC through the MSC procedure. The
proposed MBEA includes the following four steps:

MBEA:

V1) Setl = 1 (stage number).

v2) Find alocal optimunyv (andv[n]) of J,, ,(») using an
iterative gradient-type optimization algorithm with the
initial condition2(? given by (53), and the associated
a[n] = ¢[n] andhy[n] [see (31)].

Updatey|[n] by y[r] = y[n] — hy[n] + ¥"[n] = y[n]
[see (37)].

Decide the user numbegrusing the proposed UIA. If
j # 1, updatef by £ + 1 andC [given by (50)] by the
one withC; removed and then go @2); otherwise,
i1 [n] = ec[n] has been obtained at the stage

Three remarks regarding the proposed MBEA are worth

mentioning.

R8) The obtained; [n] is free from error propagation as
¢ = 1. As the power of user 1 is sufficient; [#] can
always be obtained fof = 1 due to the proposed
initial condition »(®) given by (53) used iV2) [see

v4)
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R6)]. However, as NFR= E;/FE; [see (55)] for all For comparison, Tsatsanis and Xu’s blind MV receiver [13]
¢ # 1 are high (the desired user 1 is a weak user), as also employed for each simulation case. The MV receiver

may happen that > 1. The smaller the, the more estimates:;[n] (user of interest) by
accurate the obtained estimétgn]. In other words/

also provides some information for power control, i.e., i [n] = vitvaln] (76)
higher demand of raising the power of the desired usghere
for larger/.

R9) As the data lengthV is not sufficient (i.e., smallV)  g[n] = (y[nP], y[nP +1], ..., y[nP + P+ q, — 1T (77)

for reliably estimating’,, ,{¢[n]}, the resultant max-

imum J, ,(¥) > |k1(p, q)| for the choser(7ig, ko)

may happen in step2). One can remové, and kg _m-lE (CGHR-1E. s

from the setV, and the sek’q, respectively, and then vav =RTC (Cl R Cl) 81 (78)

repeatv2) until the resultant maximuny, ,(») < in which R

k1 (p; @)l g1 = (90
R10) Asp + ¢ > 3 for real y[n] [i.e., case C1) in The- yector of CHf

orem 2] andp = ¢ > 2 for complexy[r] [i.e., case ;; and

C2)in Theorem 2], Chi and Chen'’s iterative algorithm

and

= E{g[nlg"[n]}, & is an estimate of
0, 911], ..., g1[g,]))* obtained as the eigen-
R!C, associated with the smallest eigenvalue

[26, Alg. 2] is suggested for obtaining a local optimum c1[0] 0 e 0 0 1
v in V2) that, as mentioned in Section IlI-A, is a fast . .

gradient-type IFC algorithm with convergence speed cfl] c1[0] ' ' 0

and computational load similar to those of the SEA : A 0

[27] and with guaranteed convergence. As reported _

in [26], this algorithm was employed to process the@1 _ |alP-1] : T el]0] 0
output signal of a discrete-time MIMO model obtained 0 [P — 1] ci[1] e1[0]
from signature waveform matched filter output signals,

assuming at least one path delgy, for each user 0 0 : cu[1]
known in advance, whereas the proposed MBEA pro- .

cesses the chip waveform matched filter output signal oalP-1]

y[n] given by (7) with no need of path delay informa- L 0 0 e 0 e [P —1] 4
tion. The desired input estimatég[n] in [26] is usu- (79)

ally obtained at the first stage of the MSC procedure . _
due to a specific initial condition used for the inversdoreover, it has been shown in [13] that

filter, whereas user identification is never involved. 1
SINR; = T (80)

#Cr o (ulnl}-gfedl®

Next, let us present some simulation results to support the
proposed UIA and MBEA, respectively.
whereg; is normalized byj|g; ||?> = 1. A remark is worth men-
tioning as follows.

R11) The SINR given by (80) (the limiting performance of
the actual MV receiver) is true only @8 — oo. In
practice, all the statistics such Bsused by the MV
receiver, and’, ,{e[n]} andCi 1{e[n]} used by the
IFC, must be estimated from finite data (finibé) or

V. SIMULATION RESULTS

Two simulation examples [one for a six-uséf & 6) and the
other for athree-usef{ = 3) asynchronous DS/CDMA system
of three paths associated with each user (Mg.= 3, V)] are
to be presented. Spreading sequengpg were taken from a
set of P + 2 Gold codes of lengtt® = 31 and P = 15 for the
two respective examples, and the rectangular chip waveform

for finite IV, the SINR of the actual MV receiver that
depends on the estimateg may deviate much from
the theoretical SINRgiven by (80).
T Let us briefly present how to compute the SIN& the ac-
\/i, 0<t<T, tual MV receiver for finite data. Assume théf v is obtained
() = { e . (75) using (78) withR replaced by(1/N) > g[n]g”[n]. Then,
0, otherwise it can be shown that the actual MV receiver outpyn] can be

. expressed as
was used in the two examples. P

The proposed MBEA witlip, ¢) = (2, 2) was employed for i1(2) = {fﬁv g(z) = fT(z) ~u(z) + w(z) (81)
estimatinguy [»] (i.e., the desired user is user 1) where Chi and
Chen’s fast iterative algorithm [26, Alg. 2] was used/z), and Where
the proposed UIA with- = 2 was used irv4). The (symbol ST N nH T 7, T
rate) signature waveform estimaig[n] was obtained by (31) £ (2) = ¥iiv [HY (=)= - H ()] (82)
for —6 < n < 6in v2) of the MBEA. B(z) =y [W(2)]z - w{ (2)] (83)

replaced by the associated time averages. Therefore,
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where the matrisdH, (») and the vectow ( ») consist of the first ~ *®

qq rows of H(z) and the firstz, components ofv(z), respec- 5,
tively. The SINR of the actual MV receiver can be obtained bygzz
(B.6) (see Appendix B) witlf,(z) andw,(z) replaced byf(z) &2

andw(z), respectively. Next, let us present Example 1. g 18
Example 1—Six-Useti{ = 6) Case: In the example, each 3¢
multipath channel;[n] was generated using (5) and (9) witt :: ° .
Bi:k = [B]zk andTi7k = [T]i7ch’ where 2 IﬁPUTgNR(JBO) ' 2 |gPUT§NR(d1BO) 7o
025 -1.1 137 02 —-13 1.2 28 © 28 ®
B'=| -15 07 —05 —-13 0.7 —0.8| (84) = 2
-0.5 —05 075 05 —05 06 ga g
- T2 g2
32 49 67 60 69 64 220 20
T = |41 58 76 69 78 7.3/|. (85) E® £
55 6.5 84 82 86 8.1 o ot
B 14 o 14
Assuming thatt); < £y = E3 = E4 = E5 = Eg, WwherekE; is Y FE e — Bout S (;E?) 12 14
the signal power of userdefined by (38), i.e., NFR= NFR, © @ (@)
t=2,3, ..., 6, measurementg[n] of length N = 2500 were 28

generated using (15) with input signal[n] = A;&;[n], where

x

A; is the amplitude ofi;[n], and¢; [n] is an equiprobable i.i.d. & %ZZ x

binary random sequence o1, —1} with |x,(2, 2)| = 2. z % * o o
In v2) of the proposed MBEAy [n] was a causal FIR filter of 5 5. s 9 4 =@

lengthL, = 3 (L, = 0andL, = 2),andg, = 31x3—-1=92, 3 Swlg 8 = 7

multipath channel ordey, = 10 (which was also used for de- 14} o

signing the actual MV receiver)o = {0, 1, ..., £ = |(g, + T s s 10 1z 14 %2 4 6 8 10 12 14

29)/P] = [(924+10)/31] = 3}, andKo = {0, 1, ..., ¢, = 'NPUTZ';“‘“B’ ’“P“T(Sf”)‘” “®

10} were used for the associatet?’ [n] [see (53)]. One hun-
dred independent runs were performed for different values @f. 1. simulation results of Example 1. Output SINR for user 1 (the weak

NFR (0, 2, 4, 6, 8, 10 dB) and different values of SNR user) associated with the theoretical nonblind MMSE equalizer (solid line), the

2 ; ideal MV receiver (“X”), the actual MV receiver [3"), and the obtained inverse
Ei/E{|w[n]"} (3.5, 7.9, 11, 13 dB), respectively. . filter (“(O”) through the proposed MBEA for (a) NFR= 0 dB, (b) NFR =
The output SINR for user 1 (the weak user) associated WHRiB, (c) NFR= 4 dB, (d) NFR= 6 dB, (¢) NFR= 8 dB, (f) NFR = 10 dB,

the theoretical nonblind MMSE equalizer (solid Iinel the ideagspectively.
MV receiver (X) [calculated by (80) with theoreticil], the

actual MV receiver[{d), and the obtained inverse filtef)) by 5
the proposed MBEA are shown in Fig. 1(a)—(f) for NEERO,
2, 4, 6, 8, 10 dB, respectively. Fig. 2 shows the averages of e
denoted by (the stage number thét [z] was obtained by the @ A A A A A &
proposed MBEA) over the performed 100 independent runs for § 8
NFR=0, 2, 4, 6, 8, 10 dB. m
Some observations from Fig. 1(a)—(f) are as follows. The per- g v v v v v V¥
formance (output SINR of the theoretical nonblind MMSE ” ® ® ® ® ®
equalizer, that of the ideal MV receiver, and that of the actual
MV receiver are insensitive to different values of NFR implying 0
their high near—far resistance. On the other hand, the proposed P8 5 7 9 11 13

MBEA, although its performance varies for different values of , _ INPUT SNR (dB)
2. Simulation results of Example 1. Averagésdf the stage numbeft

NFR, always performs better than the actual MV receiver. The';i'ﬂhe MBEA in obtaining the 100 estimatés [n] for NFR = 0 dB (*O”),

performance difference (output SINR difference) for NERO NFR = 2 dB (“+"), NFR = 4 dB (“X"), NFR = 6 dB (“0"), NFR = 8 dB

dB is around 2 dB, whereas for NFR 0~8 dB, it is larger for (‘v"), and NFR= 10 dB (*A"), respectively.

larger input SNR. On the other hand, significant output SINR

difference between the actual MV receiver (fér= 2500) and values of NFR although user 1 is the weak user. These simula-

the ideal MV receiver can also be observed from these figuréi®n results are consistent with R6). On the other hand, for the

These simulation results are consistent with R11). case of NFR= 8 dB, the performance of the proposed MBEA
Again, one can observe, from Fig. 1(a)—(f), that the theoretidalslightly better than that of the ideal MV receiver for smaller

nonblind MMSE equalizer outperforms the ideal MV receiveinput SNR (3, 5, and 7 dB), whereas the latter is slightly better

by about 2 dB, whereas the performance of the inverse filtertlsan the former for larger input SNR (9, 11, and 13 dB). For the

very close to that of the theoretical nonblind MMSE equalizerase of NFR= 10 dB, the performance of the proposed MBEA

for NFR=0, 2, 4, 6 dB. Note, from Fig. 2, thdt= 1 for these is inferior to that of the ideal MV receiver with larger output
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SINR difference for larger input SNR. Moreover, the values of TABLE |

£(>1) for NFR = 8 dB are smaller than those for NER 10  SIMULATION RESULTS OFEXAMPLE 2. SERs FORUSER 1 ASSOCIATEDWITH
. . . . . THE PROPOSEDMBEA AND THE ACTUAL MV RECEIVER

dB, as shown in Fig. 2. These simulation results are consistent

with R8) and support that the proposed initial conditidf ] SER (x10™)

[see (53)] can help the proposed MBEA obtain the desired es Proposed MBEA MV Receiver
mateii; [n] at an early stage [see R6) and R8)]. Largiedicates Input SNR (dB) Tnput SNR (dB)
larger NFR that may be useful information for powercontrola N)R | ¥ | 3 | 5 | 7 | 9 |un |3 | s |7 {9 |n
mentioned in R8). 0dB | 400 [44.31|6.586|2.118|0.833 |0.683 | 1457 | 548.5 | 165.0 | 40.86 | 8.434

Remark that in all the simulation results in this example, pe (CaseA) | 500 |12.41 |1.918 |0.924|0.392|0.050 | 1428 | 521.5 | 148.6 | 33.52 | 5.843
fect user identification (for either of the desired user identifier 1548 | 600 [57.75]43.51|10.9710.293 | 0.031] 2305 | 972.1{324.2 | 68.25 | 10.88
at stage’ and any other users identified at stages 1,2,/ — 1 (CaseB) | 700 [89.80|7.440| 1.175] 0.110] 0.030] 2287 | 956.0 315.0] 63.97 ] 90.430
as? > 1) was achieved by the proposed UIAvA) of the pro-
posed MBEA, althoughf > 1 happened for high NFR, and
symbol error rates (SERs) of both the proposed MBEA and thendition(?[n] given by (53) is helpful for obtainingi [n]
actual MV receiver are zero because of high S|KRL3 dB). at an early stage it2) of the proposed MBEA for low NFR,
The above simulation results support the efficacy of the pras mentioned in R6). Moreover, perfect user identification was
posed UIA and MBEA. achieved by the proposed UIA i) of the proposed MBEA

Example 2—Three-Uselik{ = 3) Case: In the example, inallthe200 x 5 x 2 = 2000 independent runs for Case A.
each multipath channej[n] was generated using (5) and (9). Onthe other hand, in Case B (severe near—far situation), stage
The path amplitudes;  [see (6)] were mutually independenthumber average$are between 2.959 and 2.995 f§r = 600
complex Gaussian with zero-mean. Measuremerjts] of and between 2.97 and 2.99 fof = 700, respectively. Nev-
length A/ = 5000 for each realization were generated usingrtheless, perfect user identification was also achieved in all
(15) with input signalsu;[n] = A;&[n], whereg;[n] is an the 200 x 5 = 1000 independent runs foN = 700. As for
equiprobable i.i.d. 4-QAM signal with;(2, 2)] = 1, and N = 600, the desired user was not correctly detected by the
A; is the amplitude ofi;[n]. In V2) of the proposed MBEA UIA in four runs (one for the case of SNR 9 dB and three for
v[n] was a causal FIR filter of length, = 5 (L; = 0 and the case of SNR= 11 dB) out of the200 x 5 = 1000 indepen-

Ly = 4) (g, = 15 x 5 —1 = 74), multipath channel order dent runs, which, therefore, were excluded in the calculation of
g, = 15 (which was also used for designing the actual MVBERs and stage number averageshe above simulation re-
receiver), and the integer set§ = {0, 1, ..., £ = 5} and sults support the efficacy of the proposed UIA and MBEA.

Ko = {0,1,...,9, = 15} were used for the associated

v(O[n] [see (53)]. The firstV < A measurements were used VI. CONCLUSIONS

fqr the equalizer design, and the designed IFC gqualizer usinqu have presented a family of IFC [see (26)] wheteg > 2
either of the proposed MBEA aqd the MV receiver was theg'nd the characteristics of their stationary points (see Theorem
employed to process th¥ synthetic data/[n] to calculate the

SER over 200 independent runs for different values of inp% for blind equalization of MIMO systems with Tugnait's IFC

,q) =(2,1)and(p, ¢) = (2, 2)] as special cases. Then, an
SNR, (3,5,7,9,11dB). A case of equal powers and a case %EA for blind equalization of asynchronous DS/CDMA sys-
unbalanced powers are considered as follows.

Case A—Equal Powerstn this case, path delays;(x, i = tems ir_1 the presence of multipath was presented that processes
1.2.3. k = 1,2, 3) are uniformly dis’Eributed ove[lt)z 1E)T] the chlp Wavefqrm matched filter ogtput sgn,e[h] given by
E"{|JB<’ 2} = ’1 :':de{|B< 2} =03, k=2 3 Thé amF)Ii,- ) W|th_out requiring any pgth delay |nforn_1at|on. The propo;ed
tudesz}f P 1’ 9. 3 are e;a’}uSted s'uc’:h thm7 : B - E MBEA includes iterative blind deconvolution processing using
) “ o L 2 3' cumulant-based IFC with the suggested initial condition [see
I.elc':elm\'lsz%B: BE&@&T% v(\)/(;jrin this case. path delays (@3] followed by user identification using the proposed UIA.
(fini—=1.2 3 k= 1,2 3) are uniformly diétr?buted ngr Some simulation results were provided to support the efficacy
m"?ng - ’15’Tj andE’{|’B< 2} = 1,k = 1,2 3 The of the proposed UIA and MBEA. The performance of the pro-

i I'tcd_sA< i1 93, “’“d.' t_d ’ h_thﬂ7  OAE posed MBEA is superior to Tsatsanis and Xu’s blind MV re-
gnmdpé u_eE “iLe_N;:Fé _a’;eFaJU_SﬁFslf 10 dBl ~ 7% ceiver, as long as the given data are sufficient for reliably es-
TheQS_ERz’fo.r user 1 a;sociategwith th; ro o;sed MBEA atimating the higher order cumuladh, , {c[n]} needed by IFC.

prop Eﬂrther studies on the performance limit of the proposed MBEA

;he gctuala\MV &%ce_lvzggre?gg cf)wncln Tatéle éﬁer 400, ‘)20 with respect to data lengtt) and number of active userk
or L.ase A andv = ’ or L.ase b. Une can See oM, o 14 for future research.

Table | that the proposed MBEA performs much better than the
actual MV receiver for both Cases A and B.

Remark that stage number averagein Case A (equal
powers) are between 1.09 and 1.23 fér= 400 and between
1.07 and 1.20 forN = 500, respectively. Note that values Cases C1) and C2) can be proved by following the same pro-
of ¢ are much smaller than the mean value (2){af 2, 3}  cedure for the proof of Theorem 1, as presented in [22]. There-
for all the three users. This indicates that the suggested initiate, we only prove Case C3).

APPENDIX A
PROOF OFTHEOREM 2
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Under the assumptionsl) and A2) and absence of noisewhere
w(n], it can be easily shown from (24) that [17]

Aj=q- Crifen]} - Cp o{e[n]} - Cg pluy[n]}

K 00
Cpqlelnl} =) {Cp,q{uz‘[ﬂ]} > ff[/%‘](ff[/%‘])q} : Aj=p-Crafefn]} - Cgplefn]} - Cp o{uynl}
=1

T a1 By =|Cp e}l - 0+ ) Con{uwslal). (A9)

By (A.1), we can easily see Equation (A.8) implies that a stationary pointf , (f[k]) must

K oo satisfy eitherf,[k] = 0 or
Cofelnl} =Y > Cuadwll}- IR (A2) )
=L k=eo Aj - [THR (TR E + Ay TR (TR = By
Consider the objective function (A.10)
3 By the assumption€’; 1 {u;[n]} = o2 andC,, ,{u;[n]} = 7,
Ip, W) =I5 ,(¥) j=1,2, ..., K, the three quantities!;, .A;, and3; become
|Cp.q{eln]}? constant. Thereforef;[£] that satisfies (A.8) can be expressed
= [0 felnl} e as
= pr(ge[n]}CM;}{i[ln]}' (A.3) Veexp{V/=19}, (4, k) € {(41, k1), (J2, k2)
[Crafelnli filk] = oo (G Ko}
Taking partial derivative off, ,(») given by (A.3) with respect 0, otherwise
to f;[%] yields (A11)

wheree > 0 and# are real constants, antit > 0 is the total

Jy,q — 1 number of nonzero elements fif].
afilkl |Gy, 1 {en]} PPt Let
' {'Cl:l{e[”mm ' <CP74{6[”]} G(M) = {£[k]: £[K] satisfies (A.8), i.e.f;[k]

9Cy, picln]} an,q{e[n]}> j=1,2 ... K k=—0c0~o0
=+ C, et 2%/ G U P S
Af;1k] + Cy,plelnl} af;[k] are given by (A.11) (A.12)
— Gy, felnl}? - (p+ @) - O, 1 {e[n]}PHe _ .
9C1, 1{e[n]} be the set of all the stationary points.bf ,(f[k]), whereAt >
' W} (A4) 1 (excluding the trivial solutiort[}] = 0). J,, ,(£[k]) for al

f[k] € G(M) can be easily shown, from (A.1) and (A.2), to be
Then, taking partial derivatives aF, ,{e[n]} given by (A.1)

andCi 1{e[n]} given by (A.2) with respect tg;[k] gives rise K 0o

to ; Cp,q{Ui[n]}k:E_ FUIRICE RD®
T S U B8 O A L OB NN

and (; bl 3 1K )

801 11€¢n %
a,fj{[kg 1} =C1,1{u [n]} - f[F] (A.6) _ lv] - |./\/l . pta)/2 -exp{\/——l- (p—q) 0}|

(02 - M - e)pt0)/2

respectively. Note thatd.J, ,/df;[k] = 0 implies
dJy. /0[] = 0 by (A.3). Substituting (A.5) and (A.6) Mo (A13)
into 8.J,, ,/8f;[k] = 0 given by (A.4) results in T (02 - M- e)pta)/2 '
(C11{e[n] )Pt C, feln]} - q- Cy pluin]} - ff‘l[k] which only depends on the nonzero magnitugé)(of f;[k].
(SR 4 (O fe[n]})PHe - Oy pleln]} - p The setG(M) can also be expressed as
Cpaflol} - S (R GM) = G, UGs (a12)

= |Cp o {elnl})? - (p+ @) - (Co, 1 {e[n])rHe !
Cra{u[n]}- K], j=1,2,...,K k=—occ~oo WhereGi NG, = ¢ (empty set), and

A7

A0 G — (AT = 1, - Veexp{v/=T0} i = 1,....K}.
which, after some manipulations, leads to (A.15)
£11K] (Aj . fj{l—l[k] (frIRpP + A; Note thatM = 1 forall f[k] € G, and M > 2 forall fk] € Go.

. . . Next, let us prove that all the stationary pointggfare unstable
PR (FFIRDTT - Bj) =0 (A.8) equilibria (i.e., neither local maxima nor local minima).
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Assume thaf[k] € Gy (with MM > 2) given by (A.11). Let o2 andC, ,{u;n]} = v, 7 = 1,2, ..., K, it can be easily
us definef[%] such that shown that for alf[k] € G;

(fiki]2—e=c—e PP (< 2 <10 ) (R o] A 2o
J 0<e<e (k)= k1) palfl) |C1{uy[n]} | @+0/2 - hte (A-22)

|fj[k]|2 =4 ulkl?+te=cte (which is a constant). Due to the fact that J, ,(f[k]) < B <
i k) =(j j i oo (bounded), there must exist a global optimfji] € G, (also
U k) = (2. ko), (2o k2) # 1.k siape local maximum) with

LIf;[K]]?, otherwise

(A.16) el
andarg{ f;[k]} = arg{f;[¥]} for all (j, k), wheres > 0. Note max{Jp, o (F[k])} = ot (A-23)
thatf[k] — f[k] ase — 0. Then, substituting (A.16) into the
first line of (A.13) yields If any of f[k] € G, is a stable or unstable local minimum or
an unstable local maximum, there must be a local maximum
Ty, q (EK]) f[k] € G with J, ,(f[k]) > |vy|/o%t?, thus contradicting

_ | -|(/\/l—2) St/ 4 (e )Pt/ 4 (e 4 E)(p+q)/2| | I(ﬁézﬁgﬁ;zigore, all the stationary points@f must be stable
(03 - M. )rra)/2 The above proof pertains to the stationary point$,0f (f[x])
(A.17)  with respect to the overall channik]. It can be easily shown,
following the procedure in [22, App. A], that all the stationary
By Lemma 1, it can be seen from (A.13) and (A.17) that points of J,, ,(v) with respect to equalizer coefficiertscan
be described by the stationary pointsif, (f[k]) with respect
Ty o(E[K]) < T, (F[K]) asO< e < ¢ (A.18) to the overall channef[k]. Thus, we have completed the
proof. Q.E.D.

[sinceM > 2 and(p + ¢)/2 > 1], which implies thatf[%] is
not a stable local maximum. Therefore, all the stationary points
of G, are not local maxima.

Next, let us show thdf{k] € G is notalocal minimum either.  Assume that:; [n] is estimated at théth stage of the MSC

APPENDIX B
SUMMARY OF COMPUTATION OF SINR;

Definef[k] such that procedure and that[n], y[r], andv;[n] are the obtained in-
verse filter output, channel estimate, and optimum inverse filter,

|fi[k])? — ¢ respectively, at théh stage fod =1, ..., £. Let

. 2 = €— g, 0<5S6/2, (j,]f):(jl,kl) y(Z) L=1

fj[k]‘ = o yk(z):{ ’
€, (4. k) = (Gmt1, kbaatr) Th_1(2) Traea(2) - Ti(2) - y(2), k>2
R otherwise (B.1)

(A.19)

andarg{f;[k]} = arg{f;[k]} for all (j, k), wheres > 0. Note where
thatf[k] — f[k] ase — 0. Again, substituting (A.19) into the A T
first line of (A.13), one can obtain Ti(z) = Tp — hy(2) - vi (2) (B.2)

in whichIpis aP x P identity matrix. The inverse filter output

Ip.q (f[k]) e¢(z) at thefth stage can be easily shown from (37) to be
Al [ M=1) - ptD)/2 4 (e—e)0+0)/2 4 pFa)/2 _ _
- | ) (02 - M ,(C)(p_q.?l)/g | . ce(z) = vi (2)-5(2) =T (2) - u(z) + we(2) (B.3)

(A-20)  \where

By Lemma 1, it can be seen from (A.13) and (A.20) that vi(z)-H(z), £=1
(2= vI(2). T
- 2) - Ty_1(2) - Te_a(z)---T1(2) - H(»
JpofH) > 1y o (FIR),  asO<e<e2  (A2D) e(2) Teo(2) Tomalz) - Talz) - H2)
. ; £>2
(B.4)
[sinceM > 2 and(p + ¢)/2 > 1], which implies thatf[%] is
not a stable local minimum. Therefore, all the stationary points vI(
. 1(z)-w(z), £=1
of G, are not local minima. Thus, we have completed the proof T
that all the stationary points ¢f, are unstable equilibria. We(z) =19 v{(2) - Te1(2) - Toa(2) - Ti(z) - w(z)
What remains to be proven is that all the stationary points of > 2.

G, are stable local maxima. By the assumpti6hs, {u,[»]} = (B.5)
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SINR; =

Cr{urlnl} - [F¢ 1[no]l?

K

kgl C1, 1{ux[n]}

(S Fealall?) + Cor (@dol} - O sluall - sl

(B.6)

Therefore, SINR can be calculated by (B.6), shown at the top[20] O. Shalvi and E. Weinstein, “New criteria for blind deconvolution of
of the page, wher¢, [n] denotes the first componentfin],

and |7£ 1[no]]? = maxn{|f[7 1[]17}
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