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Abstract

In this paper, we propose a two-step method for decon-
volution and vocal-tract parameter estimation of (non-
Gaussian) voiced speech signals. In the first step, the
driving input (a non-Gaussian pseudo-periodic pos-
itive pulse train) to the vocal-tract filter which can
be nonminimum-phase is estimated from speech data
by a higher-order statistics (HOS) based inverse fil-
ter. In the second step, autoregressive moving average
(ARMA) parameters of the vocal-tract filter are es-
timated with the estimated input and speech data by
a prediction error system identification method (an
input-output system identification method). Finally,
some experimental results with real speech data are
provided to justify the good performance of the pro-
posed method.

1. INTRODUCTION

It is well known that speech signals, denoted z(k), can
be modeled as the output of a linear system h(k) as

follows:
z(k) = u(k) * h(k) + w(k) (1)

where the driving input u(k) is a white sequence for
unvoiced speech and a non-Gaussian pseudo-periodic
positive pulse train for voiced speech, h(k) is the vocal-
tract filter (including vocal-cord sound pulse) which
can be nonminimum-phase, and w(k) is measurement
noise. Accurately estimating the pseudo-periodic pos-
itive pulse train u(k) and parameters of h(k), which
is also a blind deconvolution problem, is crucial in
such as speech recognition, speech coding, synthesis of
speech, speaker identification and diagnosis of speech
organs. A lot of methods for speech deconvolution
have been reported such as pitch synchronous analysis
[1], predictive deconvolution [2], homomorphic decon-
volution [3], iterative inverse filtering [4], system iden-
tification based methods [5, 6] and Bernoulli-Gaussian
model based deconvolution [7].

Recently, higher-order (>3) statistics (HOS)
(known as cumulants) based inverse filter criteria [8-
12] have been used for the identification and deconvo-
lution of nonminimum-phase systems with only non-

Gaussian measurements because cumulants of non-
Gaussian measurements can be used to extract not
only the amplitude information but also the phase in-
formation of the unknown system H(z); meanwhile,
cumulants of additive Gaussian noise are totally zero.
On the other hand, there are some spectral estima-
tors [13, 14] which first estimate the unknown input
by a whitening filter such as a (minimum-phase) lin-
ear prediction error (LPE) filter with a large order
and then estimate the spectrally equivalent system
H s p(2) with the estimated input, which actually cor-
responds to an estimate of the output of an allpass
system H(z)/Hpp(z) driven by the true input, and
output measurements by an input-output system iden-
tification algorithm.

In this paper, we propose a two-step method
for deconvolution and vocal-tract parameter estima-
tion of voiced speech signals. Conceptually, the
proposed method first estimates the non-Gaussian
pseudo-periodic positive pulse train u(k) input to the
vocal-tract filter h(k) by an HOS based inverse filter
1/H(z) and then estimates the autoregressive mov-
ing average (ARMA) parameters of H(z) from the
estimated u(k) and measurements z(k) by an input-
output identification algorithm.

2. DECONVOLUTION AND VOCAL-
TRACT PARAMETER ESTIMATION

First of all, let us briefly review a prediction error
system identification method (an input-output system
identification method) for succinct presentation of the
new two-step deconvolution and vocal-tract parameter
estimation method. Assume that #(k) (correspond-
ing to input measurements) is the given estimate of
u(k) and that the unknown vocal-tract filter h(k) is
an ARMA(p,q) model. The prediction error system
identification method estimates the ARMA parame-
ters of h(k) by minimizing the following nonlinear ob-
jective function

I=3" @k - ak)? (2)
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where N is the total number of measurements,

Z(k) = u(k) * h(k)

P q
==Y wi(k—i)+ Y bidk-i) (3)
=1

i=0

and &' = max{p,q}. The initial conditions Z(k) =
z(k), k =0,1,...,k'—1, can be used in computing Z(k)
for k > k’. Newton-Raphson type iterative numerical
search algorithms can be used to find a local minimum
of J. Note that the reconstructed signal Z(k) can be
viewed as an approximation to z(k) and J is the sum
of approximation error squares.

The new two-step deconvolution and parameter es-
timation method is described in the following.

Step 1. Estimation of u(k) by HOS Based Inverse Fil-
ters (Deconvolution):
Assume that g(k) is the inverse filter of h(k), i.e.,
h(k) *g%k) = §(k). One can use existing HOS based
inverse filters such as those reported in 78—12], which
will provide an estimate f(k) = ag(k—T7) where
a # 0 is a scale factor and 7 is an unknown integer
(time delay), to obtain the input estimate &(k—7) =

z(k) * f(k) except for a scale factor.

Step 2. Estimation of ARMA Parameters of h(k):

Assume that f(k) is a causal FIR filter of order L.
Let T = {ki,k1+1,...,ko} where 0 < k; < kp < L.
For n = ki,k; +1,...,ke, find the minimum J(n)
given by Eq. (2) with the input estimate #(k) equal
to u(k—r+n). The desired ARMA parameters of h(k)
are those associated with J(7) = min{J(n),n € T'}.

Regarding the determination for the set T in Step 2, an
intuitive choice is T' = {1,...,L} without considering
computational load. Two more practical methods for
determining T' are suggested as follows.

The first method is based on the assumption that ei-
ther the positive peak or the negative peak of the true
inverse filter g(k) is located near the origin. Let 7 and
T be the integers associated with f(r1) = max{f(k) >
0, k=0,1,..,L} and f(r2) = min{f(k) < 0, k =
0,1,...,L}, respectively. The integers k; and k; can
be chosen as k; = mjn(‘rl,-rg&— Ay > 0and ky =
max(7y,72) + Az < L where A; > 0 and Ay > 0 are
integers.

Let #'(k) denote the estimated u(k) obtained
through minimum-phase - allpass (MP-AP) deconvo-
lution E%-lwhich includes a whitening process with
an LP ter followed by a process with an HOS
based allpass system deconvolution filter. The second
method is based on the fact that @’'(k) is a scaled esti-
mate of the true u(k) without any time delay, although
u(k—7) approximates the quasi-periodic positive pulse
train much better than @'(k) when L is large because
the performance of whitening filters used in the MP-
AP deconvolution is sensitive to noise. Assume that
7' is the time delay between @'(k) and @(k—7). The

integers k1 and k2 can be chosen as ky =7/ — A; >0
and ko = 7' + Ay < L where A; > 0and Ay >0
are integers. Therefore, @' (k) too must be obtained
in addition to #(k—7) in Step 1 if this determination
method for T is used.

3. EXPERIMENTAL RESULTS WITH
REAL SPEECH DATA

Let us present some tests to the proposed two-step
deconvolution and parameter estimation method with
the speech data shown in the top part of Figure 1(a)
which were obtained by lowpass filtering the continu-
ous speech signal with the cutoff frequency equal to 3
kHz followed by the A/D conversion with a sampling
rate equal to 10 kHz.

In Step 1, the inverse filter f(k) was assumed to be a
causal FIR filter of order L = 80. Wiggins’ algorithm
[8] was used to find the optimum f = [f(0), f(1), ...,
JF(L)]' such that the varimax norm defined as

_ _Yepvt(R)
(T w2 (k)2

is maximum where y(k) is the output of the inverse
filter with input z(k) (speech data). The estimate
i(k—7) (the optimum y(k)) and the associated op-

timum f(k) obtained in Step 1 are shown in Figures
1(b) and 1(c), respectively. One can observe, from Fig-
ure 1(b), that #(k—7) approximates a quasi-periodic
positive pulse train amazingly well with pitch period
P = 67 and the fluctuation (i.e., varia.nceg of u(k—7)
between any two consecutive positive pulses is quite
small. These results also indicate that HOS based
inverse filters of large order can be high-resolution
speech deconvolution filters.

In Step 2, the optimum 7 was found to be 49.
The obtained optimum ARMA parameters @; and

3,- for p = ¢ = 16 are s]}fan in Table 1. The
associated vocal-tract filter h(k), the amplitude re-
sponse |H(w)| = |H(2=exp{jw})| and locations of

poles (x’s) and zeros (circles) of H(z) are shown in
Figures 1(d), 1(e) and 1(f), respectively. Obviously,
h(k) is nonminimum-phase because eight zeros of H(z)
are located outside the unit circle. Note that the
length of A(k) is much longer than the pitch period
P = 67. One can see, from Figure 1(a), that the re-
constructed speech signal Z(k) (bottom part) is very
close to z(k) (top part). To show its usefulness, one
more set of experimental results with real speech data
obtained through the same 2-step procedure is pre-
sented below.

The speech data (shown in the top part of Figure
2(a)) of sound /n/ uttered by a man were obtained by
the same way as we obtained the speech data shown
in the top part of Figure 1(a). The order of the in-
verse filter used was also equal to 80. The optimum
7 was equal to 49. The results corresponding to those
shown in Figures 1(a)-1(d) and 1(f) are shown in Fig-
ure 2. Again, from Figure 2, one can observe that

V(D) (4)
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the estimate %(k—7) approximates a pseudo-periodic
positive pulse train well with pitch period P=60 (see
Figure 2(b)), that the estimated vocal-tract filter h(k)
is nonminimum-phase with length much longer than
the pitch period (see Figures 2(d) and 2(e)) and that
the reconstructed speech signal Z(k) is a very good ap-
proximation to the the original speech data éee Figure
2(a)). The capability of recovering the phase of h(k) is
because the estimate %(k) is the output of the inverse
filter 1/H(z) instead of the output of 1/Hpp(z) as
in spectral estimators based on input-output identifi-
cation algorithms. These experimental results justify
that the proposed two-step deconvolution and vocal-
tract parameter estimation method works well.

4. DISCUSSION AND CONCLUSIONS

In this paper, we presented a two-step deconvolu-
tion and vocal-tract parameter estimation method,
which is an integration of HOS based inverse filters
and input-output system identification algorithms, for
voiced speech. In the presented tests to the pro-
posed method with real speech data, the inverse fil-
ter obtained by Wiggins' algorithm, which, by our
- experience, outperforms other inverse filters reported
in [9-12] besides computational efficiency, was used
to estimate the non-Gaussian pseudo-periodic posi-
tive pulse train input to the vocal-tract filter in Step
1. Experimental results showed that the proposed
method works well because HOS based inverse filters
with high order are able to accurately estimate the
pseudo-periodic positive pulse train. Moreover, the
high-resolution deconvolution results presented in Sec-
tion 3 (see Figures 1(b) and 2(b)) indicate that HOS
based signal processing algorithms are very promis-
ing in high-quality speech processing. In addition, ac-
curate estimation of vocal-tract filter including both
amplitude and phase by HOS based signal processing
algorithms opens the avenue of using phase related
new features in the applications mentioned in the in-
troduction section.
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Figure 1. Experimental results with real speech data of sound /a:/ uttered by a man (sampling rate equal to 10 kHz).
(a) The original speech data (top part) and the reconstructed speech signal (bottom part), (b) deconvolved results by the
Wiggins’ inverse filter (a causal FIR filter) f(k) of order L = 80, {c) ?(k), (d) the estimated vocal-tract filter ?z(k), (e) the
amplitude response |H (w)| and (f) locations of poles (x’s) and zeros (circles) of H(2).

54



Table 1. The ARMA parameters of the estimated 04 —

vocal-tract filter shown in Figure 1(d).
0.3}F
3 a; b; i a; b;
0 i 0.2486 || 9 | 0.1485 | 0.6321 o2t
1| -3.2702 | 0.5639 || 10 | -2.7109 | -1.0423
2 | 3.4002 | -0.5836 || 11 | 2.6056 | -0.6140 o1y
3 | -0.7988 | 0.6772 || 12 | -0.7237 | 1.7956 o
2| 0.7225 | -1.1430 || 13 | 0.6032 | -1.3654 L
5 | -2.3406 | 1.2726 || 14 | -0.0810 | 1.5674 o1
6 | 0.2715 | -1.1466 || 15 | 0.4902 | -1.6299
7 | 1.8486 | 0.8428 || 16 | -0.0568 | 0.6218 o2
8 | -0.2054 | -0.2103 mL
0.4

10 2 30 40 50 0 70 80

Sample number (k)
(©)

0 100 200 300 400 500 600 700 8OO 900 1000

50
of 1
50 . ) . A A . . A .
0 100 200 300 400 500 600 700 800 900 1000 ) ) ) )
“o 50 100 150 200 250 300
Sample number (k)
(a) Sample number (k)
8
1
6+ A
o5t
s p
2 oF
0 | 05
f
2
1S
-4 2 —_ °
0 100 200 300 400 500 600 700 800 900 1000 ) o

Sample number (k)
(b) (e)

Figure 2. Experimental results with real speech data of sound /n/ uttered by a man (sampling rate equal to 10 kHz).
(a) The original speech data (top part) and the reconstructed speech signal (bottom part), (b) deconvolved results by the
Wiggins’ inverse filter (a causal FIR filter) f(k) of order L = 80, (c) f(k), (d) the estimated vocal-tract filter Z(k) and (e)
locations of poles (X’s) and zeros (circles) of ): 4 (2).
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