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Objective Quality Assessment for Image Retargeting
Based on Perceptual Geometric Distortion
and Information Loss
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Abstract—Image retargeting techniques aim to obtain retar-
geted images with different sizes or aspect ratios for various
display screens. Various content-aware image retargeting algo-
rithms have been proposed recently. However, there is still no
effective objective metric for visual quality assessment of retar-
geted images. In this paper, we propose a novel full-reference
objective metric for assessing visual quality of a retargeted image
based on perceptual geometric distortion and information loss.
The proposed metric measures the geometric distortion of a
retargeted image based on the local variance of SIFT flow vector
fields of the image. Furthermore, a visual saliency map is derived
to characterize human perception of the geometric distortion.
Besides, the information loss in the retargeted image, which is
estimated based on the saliency map, is also taken into account in
the proposed metric. Subjective tests are conducted to evaluate
the performance of the proposed metric. Our experimental results
show the good consistency between the proposed objective metric
and the subjective rankings.

Index Terms—Geometric distortion, image retargeting, quality
assessment, quality evaluation, SIFT flow.

I. INTRODUCTION

HE heterogeneity of end devices has imposed new de-

mands, one of which is that images should be resized
for different display resolutions on various devices. A tradi-
tional approach to resizing images for different display screens
is to scale images by uniformly down-sampling. However, this
method may result in poor viewing experience as some salient
objects turn to be too small. Image cropping is another tradi-
tional image resizing method by preserving the Regions of In-
terest (ROIs) for images. The drawback of this method is that
the context information may get lost.
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To overcome the problems with the image scaling and crop-
ping, some advanced content-aware image/video retargeting
algorithms have been proposed recently [1]-[7]. The popular
image retargeting algorithm seam carving was proposed by
Avidan et al. [1]. Guo et al. [2] designed an image retargeting
algorithm based on saliency-based mesh parameterization.
Wang et al. [3] presented an image retargeting algorithm
by combining a saliency map and a gradient map. Wolf et
al. [4] introduced a linear system to design an image retar-
geting algorithm. Recently, Rubinstein er al. [5] showed that
a multi-operator retargeting algorithm that combines the seam
carving, scaling and cropping operators to resize an image, can
obtain better results than those using only a single operator. In
[6] and [7], temporal information is further taken into account
to ensure the temporal consistency between consecutive frames
of a video in video retargeting.

Due to the rapid growth of image retargeting applications,
visual quality assessment for retargeted images become impor-
tant. In [8], Rubinstein et al. conducted a user study to compare
the retargeting results from a number of existing image retar-
geting algorithms and established a benchmark of 37 test im-
ages with subjective paired comparisons, namely RetargetMe
dataset [9]. However, this subjective evaluation method is time-
consuming, laborious and expensive. Thus, an objective assess-
ment metric aiming at automatic visual quality assessment of
retargeted images is desirable.

Image quality assessment algorithms are generally divided
into two categories: double-ended and single-ended [10].
Double-ended metrics require the original image as the ref-
erence image to assess the visual quality of the distorted
image. It can be further divided into two subclasses: one is the
full-reference (FR) metrics which need the complete reference
image, and the other is the reduced-reference (RR) metrics
which only need part of the reference image. On the contrary,
single-ended metrics need no reference image and thus are
called no-reference (NR) ones.

Traditional visual quality assessment methods usually calcu-
late the similarity between the reference and distorted images
to evaluate the visual quality of the distorted image. These ob-
jective metrics include MSE (mean squared error), PSNR (Peak
Signal-to-Noise Ratio) and so on [10], [11]. These traditional
methods are simple and straightforward, but cannot predict the
visual quality accurately as the human being. Existing studies
have shown that the human being’s perception of natural scenes
is much more complicated than the simple statistics used in the
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(a) Original image

(b) Multi-Operator

(c) Warp

(d) Seam carving (e) Scaling

Fig. 1. Typical distortions due to image retargeting: (a) the original image; (b)-(e) retargeted images with various spatial geometric distortion and information loss.

traditional visual quality assessment methods [10]. To better
evaluate the visual quality of a distorted images, quite a few per-
ception-based metrics have been proposed, such as the structure
similarity (SSIM) metric based on the human visual sensitivity
to image structures [11], [12].

Recently, some studies have shown that the eye-tracking data
can be used for image retargeting quality assessment [13], [14].
Castillo et al. claimed that the artifacts of retargeted images may
not be noticed in the areas outside the regions of interest and the
eye-tracking data can be used to improve the prediction capa-
bilities of the image distance metrics [13]. Chamaret et al. pro-
posed a metric to assess the visual quality of a retargeted video
based on the following four factors: the ability to keep the visu-
ally interesting areas (from eye-tracking data), the temporal co-
herence of the cropping window, the temporal coherence of its
size and the capability to be close to an optimal zoom factor [ 14].
In [15], Liu et al. proposed an objective metric for quality as-
sessment of image retargeting algorithms based on the global
geometric structures and local pixel correspondence. In [16], the
authors conducted a large-scale subjective study to assess the
visual qualities of retargeted images and built a publicly avail-
able dataset containing 171 retargeted images obtained from
57 source images associated with their mean opinion scores
(MOS) [17]. Based on the subjective MOS values, the authors
further proposed to fuse five objective metrics suggested in [8],
including the earth mover’s distance (EMD) [18], the bidirec-
tional similarity [19], Edge histogram [20], and SIFT-flow [21]
using a monotonic logistic function. However, the performance
of the fused metric is still not satisfactory as reported in [16].
The method proposed in [22] creates an SSIM [12] quality map
that indicates at each spatial location of the reference image how
the structural information is preserved in the retargeted image.
A saliency map is generated as a spatially varying weighting
factor of the SSIM map to estimate the visual quality of a retar-
geted image.

Most of the conventional quality assessment metrics require
that the sizes of reference image and distorted image should be
the same. However, the retargeted images usually have different
sizes with the original image due to non-homogeneous resizing.
Various metrics used in [8] can be used to assess the quality be-
tween two corresponding images with different sizes. However,
these metrics are not designed for assessing quality of content-

aware image retargeting that resizes an image in a non-uniform
way. Furthermore, as illustrated in Fig. 1, image retargeting usu-
ally leads to two kinds of distortions: geometric deformation and
information loss. For example, Fig. 1(b)-Fig. 1(d) show some
typical types of spatial geometric distortions including distorted
lines/edges [see Fig. 1(b) and Fig. 1(c)] and the distorted shapes
of a retargeted object [see Fig. 1(d)] due to non-uniform re-
sizing. Besides, Fig. 1(e) shows the significantly reduced size
(i.e., information loss) and aspect ratio change of the salience
object (the lady). It is, however, difficult to fully quantify such
kinds of geometric distortions and information loss using ex-
isting visual quality metrics [10]-[12], [16], [18]-[22]. There-
fore, the objective quality assessment metric for image retar-
geting calls for new, careful investigations to capture such kinds
of distortions.

In this paper, we propose a novel FR objective quality metric
to assess the visual quality of a retargeted image. Our goal is
to measure human perception of image retargeting impairments
using a practical objective metric. While modeling the human
perception to retargeting distortions is still a very difficult and
challenging problem, we approach the problem in a practical
way: converting perceptual impairments in image retargeting
into measurable features. We find that geometric distortion and
information loss are the two major types of distortions that af-
fect the perceptual visual quality of a retargeted image the most.
Based on the finding, our method measures the amounts of per-
ceptual geometric distortion and information loss in a retar-
geted image based on dense correspondence estimation (e.g.,
SIFT flow in [21]), and further utilizes a visual saliency map
to quantify human perception of the geometric distortion and
information loss. The contribution of the proposed method is
three-fold: (i) we propose a novel perceptual geometric distor-
tion metric based on the local variance of the SIFT-flow vector
filed between the original image and its retargeted version; (ii)
we propose a novel metric to quantify the information loss of
a retargeted image which, to the best of our knowledge, was
never addressed before; and (iii) we propose a method to fuse
the above two metrics to derive the final quality metric for image
retargeting.

Compared with the preliminary conference version of this
paper [30], the paper has been significantly extended in the fol-
lowing aspects: (i) In this paper, we proposes a new adaptive



HSU et al.: OBJECTIVE QUALITY ASSESSMENT FOR IMAGE RETARGETING

379

L
Geometric
Retargeted SIFT flow . .
i | ! estimation distortien mip: :
: (GDM) ,
| |
|
.. Local |
Original __| ——{ confidence map #Lmion OL:tp}lct
Imgge I H (LCM) : i metri
N '
7 : ; |
| Saliency Visual saliency |
: = detection i map (VSM) |
- — —__l
T T T T T T e T T T T T T T I
| i | |
I y I
: SIFT-based Information | !
warpin loss estimation| |
| SLR bhe |

Fig. 2. Block diagram of the proposed quality assessment method. The upper part shows the key modules for evaluating perceptual geometric distortion (PGD),

and the lower part shows the key modules for saliency loss ratio estimation.

fusion scheme to automatically determine the weights between
the two metrics: perceptual quality distortion and salient infor-
mation loss, which effectively improves the performance of the
proposed metric. (ii) This paper provides in-depth analyses and
interpretations about the experimental results to offer good in-
sights about the proposed method to make it a useful tool for
quality assessment and algorithm development in image retar-
geting applications. (iii) We have added the complexity analysis
of the proposed method.

The rest of this paper is organized as follows. Section II gives
an overview of the proposed method. In Section III and IV, we
describe the details of the proposed two metrics. Section V de-
scribes how to combine the two proposed metrics to obtain the
final quality metric. Section VI presents the experimental re-
sults. The final section concludes the paper.

II. OVERVIEW OF THE PROPOSED QUALITY METRIC

Advanced content-aware image retargeting schemes perform
non-uniform scaling in nature such that, under a size budget, vi-
sually important content is preserved as much as possible, while
non-important content can be trimmed more. Such non-uniform
scaling, however, often leads to severe local geometric distor-
tions, such as distorted lines, shapes or textures, which can be
visually very annoying. Therefore, to assess the visual quality of
a retargeted image objectively, human perception on both types
of distortions, information loss and geometrical distortion, need
to be well characterized by an objective quality metric. Tradi-
tional quality metrics such as MSE, PSNR, and SSIM, however,
cannot do a good job in assessing the visual quality of a retar-
geted image because they cannot well capture the geometrical
distortion as well as measure the information loss. As reported
in [8], the current quality metrics cannot achieve consistent re-
sults with subjective evaluation.

The proposed method aims to systematically address the
above problem by taking into account simultaneously percep-
tual geometric distortion and information loss so as to make the
accuracy of objective quality assessment close to that of subjec-
tive evaluation. Fig. 2 shows the block diagram of the proposed

method. First, to measure the perceptual geometric distortion
(PGD), a pixel-wise dense correspondence map between the
original image and its retargeted version is established such
that the change on a shape or a structure caused by image
retargeting can be identified via measuring the local variance of
the correspondence vectors. We adopt the SIFT flow estimation
scheme proposed in [21], which is kind of generalized optical
flow estimation, to establish the correspondence map between
the original and retargeted images. Then, a visual saliency
map (VSM) is derived based on the model proposed in [25]
to determine the weights of patch-wise geometric distortions
based on the visual importance of these patches. Furthermore, a
local confidence map (LCM) based on the matching residue of
SIFT flow vector filed is generated to control the PGD weight
of each patch.

The second metric, information loss, represents the ratio of
the salient content discarded by the retargeting process. Our
method measures the information loss caused by retargeting by
estimating the saliency loss ratio (SLR), which is the ratio of the
amount of saliency value lost in retargeting to the total saliency
value of the original image. To this end, the saliency map of the
original image is warped to the size of retargeted image based
on the pixel correspondences provided by the SIFT flow map,
as depicted in the lower part of Fig. 2. The pixel-wise saliency
values in the warped (retargeted) saliency map are summed up
to obtain the preserved saliency value. As a result, the SLR can
be obtained accordingly. In the following section, the method
for measuring perceptual geometric distortion and information
loss shall be elaborated.

III. PERCEPTUAL GEOMETRIC DISTORTION ANALYSIS

To estimate the perceptual geometric distortion, our method
needs to generate two maps: the dense correspondence map and
the saliency map. As mentioned above, we adopt SIFT flow [21]
to establish the dense correspondence map between two images
even if they are slightly dissimilar to each other, since SIFT
flow can effectively overcome the matching problem caused by
content change in retargeting. Let S, and S, respectively denote
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the original image and the retargeted image, the SIFT flow map
between S, and S, is obtained by minimizing the following
objective function [21]:

E(w) = ZHliH(HS () =S (p+wE)Il,t)
+ Z n(
+ Z {min («|u(p) —

P,a€:

p)| + [o(p)])

u(q)|)
U(Q)‘ d)} (1)

where w(p) denotes the SIFT flow vector of pixel p, ¢ and d
respectively denote the threshold values for selecting only those
differences of pixels and differences of flow magnitudes smaller
than the two thresholds to be included in the computation,
and « are the weights for the second and third terms, » and v
represent the horizontal and vertical components of a SIFT flow
vector, and g denotes the coordinate of the neighbor set of p.

To evaluate the distortion of a retargeted image, our metric
generates three maps: geometric distortion map (GDM), visual
saliency map (VSM), and local confidence map (LCM). As il-
lustrated in Fig. 3, our method first estimates the SIFT flow
map between the original image and its retargeted version. The
SIFT flow map is then partitioned into overlapping patches of
size 10 x 10, where two horizontally (vertically) neighboring
patches are overlapped with each other by 2 pixels in width
(height). For each patch in the SIFT flow map, the GDM, VSM,
and LCM are calculated and combined to obtain the quality
metric PGD. The higher the PGD is, the poorer the quality of
the retargeted image becomes.

Geometric Distortion Map (GDM). The aim of the proposed
GDM is to measure the local geometric distortion in a retargeted
image, such as a twisted line or a distorted shape of an object.
Such local geometric distortion usually leads to local variations
in the estimated correspondence vectors between the original and
retargeted images. Since SIFT flow offers promising estimates of
correspondences between two images, the geometric distortion

+ min (« |u(p) —

can be measured by computing the variance of SIFT flow vectors
in a local patch. Assume the original image S, is resized from
W, x H, to W, x H,.Letu(R;) and v(R;) denote the hori-
zontal and vertical components of SIFT flow vector of patch R;,
the GDM can be obtained by computing

var (u(R;)) + A

dapm(fls) = TH T W

var (v(It;)),

@)
where v, = W,./W, and rg = H,/H, respectively represent
the ratios of the width and height of the retargeted image S, to
that of the original image S,,, where 0 < r,,, 7y < 1, and var(-)
denotes the variance function. In (2), when an image is down-
scaled more in one dimension, the variance in that dimension
will be weighted more.

Fig. 3(a) and Fig. 3(b) illustrate two patches with different
levels of geometric distortion and their corresponding patch-
level variance tables of SIFT flow vectors. We can observe that
the geometric distortion of R is significantly severer than that
of R». Besides, Fig. 3(c) shows the patch-level variance of SIFT
flow vectors in K1 is much larger than that in Ry, indicating
that the local variance of SIFT flow image can well capture the
geometric distortion.

Although SIFT flow can provide fairly good estimates of
dense correspondences with discriminating features between
two images, it may still result in quite a few mismatches for those
correspondences with weak gradient features. These mismatches
mostly appear in the estimated SIFT flow map as isolated noises,
as illustrated in Fig. 3(d), which will reduce the accuracy of
geometric distortion estimation. To remove such speckle noise in
the SIFT flow map prior to patch-based local variance analysis,
we adopt the anisotropic diffusion filter proposed in [22] which
iteratively calculates the output image as follows:

rg +rw

fera(p) = fulp Z {SM(V fi(k)) - V f;(k)}

kE(p)

_é Y (SH(Vfuk)-VAK)} @)

ke(p)
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where V f represents the gradient of SIFT flow map, SM(-) and
SH(-)stand for the smoothness and sharpness functions, respec-
tively, z is either 4 or § for 4- or 8-connected neighbors, and
N(p) denotes the neighboring pixels of pixel p.

Since anisotropic diffusion filter is used to detect significant
defects like large isolated speckle noise and suppress ingnorable
defect. Besides removing small isolated noises (say, less than
2 x 2) to improve the reliability of the SIFT flow map, thanks
to the sharpness function used, the anisotropic diffusion filter
can also highlight the regions with large local variance in the
SIFT flow map, making it easier to extract these region. Fig. 3(e)
illustrates the filtered version of Fig. 3(d), showing that much
noise has been removed and high-variance regions have been
enhanced.

Local Confidence Map (LCM). Note that SIFT flow esti-
mation is not always accurate, which can degrade the accu-
racy of the propose geometric distortion metric. To address this
problem, we propose to use LCM to measure the pixel-wise con-
fidence level of a patch in GDM based on the residue image
Sq = |8, — S|, where S, denotes the original image and S
the reconstructed image de-warped from the retargeted image
using the estimated SIFT flow map. By de-warping the retar-
geted image back to the original image, we can evaluate the
SIFT-flow based prediction residue |S,(p) — S.(p + w(p))
to obtain the LCM of patch R; as follows:

1 1
drem(R;) = —
vemft) = 7 S max(1S,(p) — S, (p+ w(p)|,¢)

“

where L,, denotes the patch size, w(p) denotes the SIFT flow
vector of pixel p, p + w(p) is the corresponding pixel location
after the SIFT flow-based compensation, S,.(p + w(p)) is the
de-warped image based on w, and ¢ is a small positive value to
avoid the divided-by-zero error. It is clear that if a correspon-
dence between two images is perfectly matched, the residue will
be small. As a result, a large value in S; indicates a mismatch
in SIFT flow, meaning that the geometric distortion estimated

based on such a mismatch vector is unreliable. We can there-
fore use the residue image to measure the confidence level of
geometric distortion estimation.

Visual Sensitivity Map (VSM). After deriving the GDM
map that captures the local geometric distortion of individual
patches, to better characterize the human visual perception of
the geometric distortion, the distortion values of patches need to
be properly weighted based on the visual importance of patches.
To this end, we use the VSM to determine the weight value
of a patch in the GDM. There exist several visual sensitivity/
saliency models which can be used to derive the VSM, such as
the Just-Noticeable-Difference (JND) model proposed in [24]
and the frequency domain-based visual attention model in [25].
We choose to use the visual saliency model in [25] to calculate
the saliency map F, of the original image. The VSM of patch
R, can then be estimated as follows:

dvsm(L2;) = LL > E.(p)| &)

P PER;

where L, denotes the patch size.

Finally, the perceptual geometric distortion of a retargeted
image can be obtained by combining the GDM, LCM, and VSM
indices as follow:

N,
1 d

dpap = A Z dapm(R:) - doem(Ry) - dvsu(R;),  (6)
Pi=1

where N, represents the number of the patches in the SIFT flow
map. Note, before the combination, these three patch-level in-
dices are all normalized into the range of [0,1] based on the min-
imal and maximal index values among the patches in an image.

Fig. 4 illustrates the GDM, LCM, and VSM of the five
retargeted versions of a test image. In this example, the
SHIFT-map [26] and Multi-operator [5] schemes lead to rela-
tively higher local variance on the left boundary of their GDM
maps due to inaccurate SIFT flow estimation in the smooth
background (the sky) and textured background (the sea and
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(a) Original image

(b) Multi-operator

(c) Shift-map

(d) Scaling

Fig. 5. Comparison of two retargeted images (400 X 336) in terms of their perceptual geometric distortion and information loss rate: (a) Original image (300
% 336) and the retargeted images using (b) Multi-operator (dpcp = 0.14, ds1.r = 0.16), (¢) Shift-map (dpcp = 0.44, ds.r = 0.26), (d) Uniform scaling

(dpgn = 0.15, dsi.r = 0.25), (e) Seam carving (dpgn = 0.3, dsr,x = 0.39).

(b) Warped saliency map

~_ 'l
(c) Original image

(d) Saliency map of (c)

Fig. 6. Flow diagram of the proposed information loss estimation scheme. (a) The original image and (b) the retargeted image are first used to estimate the SIFT
flow map. Then, (c) the saliency map of the original image is warped to obtain (d) the saliency map of the retargeted image. Consequently, the performance metric,
saliency loss ratio (SLR), is obtained by calculating the ratio between the trimmed amount of saliency in the retargeted image and that of the original image.

seashore). However, there is no visually significant distortions
in the two retargeted images obtained by SHIFT-map and
Multi-operator. The LCM can successfully suppress such kind
of false detection of distortion due to SIFT flow mismatches.
Besides, the VSM gives salient regions higher weights to
emphasize these regions.

IV. INFORMATION LOSS ESTIMATION

In addition to geometric distortion, the other major distortion
caused by image retargeting is information loss. It is therefore
desirable to develop another metric to measure the informa-
tion loss due to retargeting for accurately assessing the visual
quality of a retargeted image. For example, as shown in Fig. 5,
the PGD values of the two retargeted images in Fig. 5(c) and
Fig. 5(e) are 0.44 and 0.33, respectively, meaning that Fig. 5(c)
obtained by shift-map has larger geometric distortion due to the
missing parts of the peacock. However, apparently shift-map
preserves significantly more salient information compared to
seam carving. Besides, the PGD values of Fig. 5(b) and Fig. 5(d)
are close to each other (0.14 and 0.15), whereas their SLR values
are 0.16 and 0.24. Fig. 5(b) looks visually much better then
Fig. 5(d) as Fig. 5(b) preserves more information in the salient
object. Therefore, while assessing the quality of a retargeted
image, the information loss due to retargeting should also be
taken into account.

To measure the information loss caused by image retar-
geting, we propose to use the saliency loss ratio (SLR) that is

the ratio between the sums of saliency values of the images
after and before retargeting. Ideally, if we have the saliency
maps of the original image and its retargeted version, the in-
formation loss can be easily measured by comparing these two
maps. Since we already have the saliency map of the orig-
inal image when estimating the VSM by (5), we only need
the saliency map of the retargeted image. However, directly
estimating the saliency map of the retargeted image from the
retargeted image itself may not achieve good accuracy because
the content of the retargeted image has been significantly re-
duced, implying the relative importance of pixels may be
changed significantly. Instead, as shown in Fig. 6, we propose
to derive the preserved saliency map of the retargeted image
by warping the saliency map of the original image based on
the SIFT flow map between the original and retargeted im-
ages that has been obtained by (1) in estimating the geometric
distortion. Consequently, the SLR metric can be obtained by
calculating the ratio between the trimmed amount of saliency
in the retargeted image and that of the original image as elab-
orated below.

Let E, and E, denote the saliency maps of the original and
retargeted images, respectively. We adopt the SIFT flow map
estimated by (1) previously to warp the saliency map of the
original image to the retargeted image to estimate the retargeted
saliency map as follows:

E.(p)=E,(p+w(p)). (7
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Fig. 7. (a), (d) Input images, (b), (e) the detected saliency maps, and (c), (f)
The results of the connected-component labeling on (b), (e), respectively.

where E,(p) represents the warped pixel-wise saliency map
based on the SIFT flow vector w(p) of pixel p. As a result,
the size of F,. is the same as that of the retargeted image. Note,
E,.(p) may have a few holes which can be filled using interpo-
lation or inpainting.

Consequently, the SLR can be estimated as follows:

> [E:(P)]
Yo 1Eo(p)

where the value of dg g falls in the range of [0,1].

; ®

dgip =1—

V. FUsION oF PGD AND SLR
Finally, the retargeting quality index ¢,esie 1S defined as sub-
tracting the normalized overall distortion d,..gise from unity:

Gresize = 1- dresize =1- [O[ - dSLR + (1 - 04) : (ZPGD]-, (9)

-~

dresize

where dyesize 18 @ weighted sum of the proposed PGD and SLR
indices, which falls in the range of [0,1], and « is used to control
the weights for SLR and PGD indices.

To determine the value of «, we use a heuristic approach.
Note, human perception is sensitive to the information loss (i.e.,
the SLR metric), when there is a strongly dominating salient
object(s). For example, Fig. 7 illustrates two saliency maps de-
tected for two different images: Fig. 7(d) that contains a domi-
nating salient object and Fig. 7(a) that has no dominating salient
object, showing that a saliency map may contain several iso-
lated salient regions if there is no dominating salience object in
the input image. A saliency map containing too many isolated
salient regions usually implies that the image has no dominating
salient objects or it is not reliable. In this case, the SLR metric
will be less important and its weight should be discounted. To
achieve adaptive weighting of PGD and SLR, we first perform
connected component labeling on the detected saliency map and
then count the number of connected salient regions, as shown
in Fig. 7(c) and Fig. 7(f), for example. As a result, we use the
number of connected salient regions in the detected saliency
map to control the weight in (9) as follows:

o= {1 —crot/z  iferor/z <1

0, otherwise ’ (10)

where cro is the total number of connected salient regions in
a saliency map, and z is a normalization factor, where z = 10
empirically. Considering the inaccuracy of the saliency detector
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may lead to a noisy saliency map, small salient regions should
not be considered while counting cro1. In our experiments, only
those salient regions having a size of larger than 200 pixels are
counted into cror.

VI. EXPERIMENTAL RESULTS

In our experiments, we evaluate the accuracy of the proposed
objective quality metric on the datasets provided in the Retar-
getMe dataset [9], and another dataset with 35 images selected
from [1], [5], [17], in terms of the consistency of the proposed
metric with the subjective evaluation results for the datasets.
Note that the subjective evaluation results of the RetargetMe
dataset are taken from [9], and the subjective tests for the second
dataset were performed by ourselves. All the datasets, codes,
saliency maps, and subjective rankings used in this paper can
be found in our project page [29].

Generally, human beings’ eyes are sensitive to salient regions
of images. Content-aware image retargeting algorithms tend to
preserve important regions and trim visually unimportant re-
gions when resizing an image. Since the perceived quality of
a retargeted image is mainly determined by the geometric dis-
tortion and information loss, the original images are presented
to the subjects as the reference images in the experiment. For
the RetargetMe dataset we compared all the eight retargeting
schemes used in [9], whereas for the second dataset, since we
did not have all the implementations of the eight schemes, we
chose five of them to perform the evaluations: Multi-Operator
[5], Seam Carving [1], Warping [2], Shift-Maps [26], and Uni-
form Scaling. The retargeting algorithms change the resolution
of the source images in one dimension (either in width or in
height) only. In this experiment, we focus on the reduction in
image sizes by a reasonable resizing scale (say, 25%) to gen-
erate the retargeted images.

Subjective paired comparisons are used as ground-truths to
evaluate the accuracy of the objective quality metrics. To obtain
the subjective paired comparison data, the subjects are shown
two retargeted images (in a random order) at a time, side by
side, and are asked to simply choose the one they prefer. For
each image, the retargeted images obtained from different re-
targeting algorithms are ranked in pairs subjectively and ob-
jectively. The objective ranking is performed using four met-
rics: the proposed metric, the metric proposed in [15], SIFT
flow [21], and EMD [18]. The correlation between the subjec-
tive paired rankings and the objective paired rankings based on
a quality metric is used to measure the consistency between the
subjective and objective results, indicating the ability of each
metric in quantifying the human perception on the visual quality
of a retargeted image. Similar to that proposed in [8], we use
the Kendall 7 distance [27] to measure the correlation between
the subjective rankings and the objective rankings by a quality
metric as follows:

Nc_Nd

~05N(N —1) (b

T=1
where N is the total number of pairs for comparison, V. and Ny4
respectively represent the numbers of concordant pairs and dis-
cordant pairs between the subjective ranking and the objective
ranking. Notice that 7 = 1 in case of perfect agreement between
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(a) Lines/Edges, Geometric structure

(b) Foreground

(c) Geometric structure, Texture

Fig. 8. Three example images from the RetargetMe dataset [9]. The types of the images (a), (b), and (c) are “lines/edges and geometric”, “face/people and fore-

ground”, and “geometric structure and texture”.

TABLE 1
RANK CORRELATION OF OBJECTIVE AND SUBJECTIVE MEASURES FOR THE RETARGETME DATASET [9]. (a) Complete rank correlation
(k is unlimited); (b) Rank correlation with respect to the three highest rank results (k& = 3)

(a)
Metric Attribute Total
Ehn;;/ E::):;T(/z Texture Foéiﬁézgnd GS?[EEELC Symmetry [ Mean std LCC |p-value
SIFTflow [16] 0.097 0.252 0.119 0218 0.085 0.071 0.145 | 0262 | 0.231 | 0.031
EMD [18] 0.220 0.262 0.107 0.226 0.237 0.500 0251 | 0272 | 0277 | le-5
Metric in [15] with Itti’s saliency maps [28] 0.097 0.290 0.161 0.293 0.053 0.150 0.164 | 0.263 | 0.242 | 0.028
Metric in [15] with saliency maps by [25] 0.140 0.328 0.190 0.309 0.084 0.095 0.195 | 0.237 | 0.256 | 0.009
GDM 0.225 0.071 0.092 0.138 0.241 0.416 0.196 | 0277 | 0275 | 2e-4
GDM+LCM 0.257 0.171 0.130 0.198 0.263 0.511 0.247 | 0303 | 0319 | 3e-5
GDM+VSM with saliency maps by [25] 0.308 0.176 0.154 0.206 0.343 0.452 0.276 | 0.283 | 0.362 le-6
PGD (GDM+VSM+LCM) + saliency maps [25] 0.305 0.219 0.119 0.238 0.308 0.464 0281 | 0.286 | 0.327 | 9e-7
PGD+SLR with Itti’s saliency maps [28] 0.271 0.290 0.250 0.306 0.294 0.226 0.295 | 0.251 | 0.335 | 3e-7
PGD+SLR with saliency maps by [25] 0.431 0.390 0.286 0.389 0.438 0.523 0.415 | 0296 | 0.468 | Ge-10
()
Metric Attribute Total
e | ot [ oo o o symmery | i | s

SIFTflow [16] 0.241 0.428 0312 0.442 0.303 0.002 | 0298 | 0483

EMD [18] 0.301 0416 0.216 0.295 0.226 0.534 0.326 0.496

Metric in [15] with Itti’s saliency maps [28] | 0.175 0.443 0.234 0517 0.167 2009 | 0277 | 0467

Metric in [15] with saliency maps by [25] 0.227 0.568 0.111 0.501 0.103 0.056 0.304 0.448

GDM 0.374 0.354 0.279 0.268 0.303 0.693 0.344 0.513

GDM+LCM 0.420 0.354 0.279 0.206 0366 0693 | 0371 | 0.508

GDM+VSM with saliency maps by [25] 0.447 0.354 0.266 0.302 0.428 0622 | 0399 | 0441

PGD (GDM+VSM+LCM) + saliency maps [25]| 0.461 0.403 0.286 0.333 0.386 0.622 0.403 0.469

PGD+SLR with Itti’s saliency maps [28] 0371 0.503 0.294 0.456 0.342 0416 | 0405 | 0357

PGDHSLR with saliency maps by [25] 0.547 0.558 0.471 0.522 0.580 0.614 0.533 0.383

the ranking and objective rankings, and 7 = —1 is case of per-  of test images in individual classes. One image may be associ-
fect disagreement. In the case that = = 0, the subjective and  ated with multiple attributes, as illustrated in the three examples

objective rankings are considered independent.

A. Performance Evaluation on the RetargetMe Dataset [9]

We first evaluate the accuracy of the proposed metric on the
RetargetMe dataset containing 37 images with subjective paired
comparison results [8], [9]. The resized images obtained by
eight retargeting schemes were subjectively evaluated by 38
subjects in a paired comparison manner. That is, a subject com-
pared two retargeted images of an image obtained by two dif-
ferent methods and voted for the better quality one. Note that
the 37 images in the dataset are classified into the following at-
tributes: lines/edges (25), faces/people (15), texture (6), fore-
ground objects (18), geometric structures (16), and symmetry
(6), where the numbers in the parenthesis indicate the number

in Fig. 8.

The proposed metric is compared with the other three metrics,
including SIFT flow, EMD, and the metric proposed in [15]. Be-
cause both our proposed metric and the metric proposed in [15]
require the saliency maps of test images to evaluate the retar-
geting performance, we implemented two image saliency detec-
tion methods proposed in [28] and [25] to generate the saliency
maps of individual test images. Table I compares the rank cor-
relation values, measured by the Kendall = distance defined in
(11), between the compared metrics and the subjective ranking
for individual attribute classes, and the mean and standard devi-
ation of the rank correlation, and the p-value and linear correla-
tion-coefficient (LCC). In Table I, we follow the experiment set-
ting suggested in [8] to test the complete ranking correlation (the
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Fig. 9. Extreme cases in the RetargetMe dataset. (a)—(c): the three images with
the most consistent subject paired comparison results from different subjects;
(d)—(): the image with the most diverse subjective paired rankings.

rankings for all the five methods for each test image are used in
the calculation of correlation values) and the fop 3 ranking cor-
relation (only the rankings for the three top ranked retargeting
methods for each test image are used in the calculation of cor-
relation values) for the performance comparison. Since the fop
3 ranking results in much more reliable results (i.e., the sub-
jective rankings are more confident and consistent), the corre-
lation values between the subjective and objective rankings are
higher than that in the complete ranking results. We do not put
the p-value and the LCC value in Table I(b) because LCC and
p-value with top-3 ranking only do not provide meaningful sta-
tistical value. All the results show that the proposed PGD+SLR
metric significantly outperforms the other metrics. In the com-
plete ranking comparison, our metric achieves more than 64.5%
improvement over the other metrics, while in the top 3 ranking
comparison, our metric achieves more than 62.5% improve-
ment. Note, the rank correlation value for the texture-class im-
ages is the lowest because the SIFT flow estimation for an image
with lots of textures may obtain partially unreliable SIFT flow
map due to mismatches in texture regions.

Note, the RetargetMe dataset in [8], [9] contains quite a few
images for which the visual qualities of their retargeted images
are not easy to judge subjectively because these images have no
obvious salient content or their retargeted versions do not have
significant geometric distortions. Therefore, these test images
do not provide good discriminating power when used in evalu-
ating the accuracy of objective quality metrics by rank correla-
tion. For example, Fig. 9 illustrates some extreme examples in
RetargetMe: the three test image with the most consistent sub-
jective paired rankings [see Fig. 9(a)-Fig. 9(c)] and the three
with the most diverse rankings [see Fig. 9(d)-Fig. 9(f)]. Be-
cause the test images in Fig. 9(a)-Fig. 9(c) all contain dominant
salient objects, the geometric distortions and information losses
in its retargeted images can be easily identified, making the sub-
jective paired rankings from different subjects rather consistent.
On the contrary, most of the retargeted images of the test images
shown in Fig. 9(d)-Fig. 9(f) have similar visual qualities subjec-
tively, leading to rather diverse paired comparison results. For
example, as shown in Fig. 10, all the retargeted images of the
image shown in Fig. 9(d) obtained by different methods seem to
have similar visual quality subjectively. As a result, the subjects
might give an unconfident and unreliable ranking of two com-
pared images, thereby reducing the rank correlation between the

Fig. 10. (a) The test image with the most inconsistent subjective paired rank-
ings in the RetargetMe dataset [also see Fig. 9(d)] and (b)—(f) its retargeted ver-
sions using five different retargeting methods. The visual qualities of the re-
targeted images in (b)—(f) look similar subjectively, thereby leading to diverse
subjective paired rankings.

T T T T T
: : —— The proposed method with RetargetMe database
-] —E&— [14]'s method with RetargetMe database

—HE— EMD with RetargetMe database

Rank correlation

D

i
Top 15

i
Top 10

Top5 Complete

Number of the images

Fig. 11. Comparison of rank correlation values between the subjective and
objective paired rankings using three objective quality metrics for the Top &
(K = 5,10, 15, and 37) images with the most consistent subjective paired
comparison results in the RetargetMe dataset.

subjective evaluations and the objective metrics. Fig. 11 com-
pares the rank correlation values between the subjective and ob-
jective paired rankings using three objective quality metrics for
the Top K (K = 5, 10, 15, and 37) images with the most con-
sistent subjective paired comparison results in the RetargetMe
dataset. It shows that removing those test images with unreliable
subjective rankings from RetargetMe would effectively increase
the rank correlation between the subjective and objective test re-
sults and can increase the discrminating power of the dataset for
evaluating the actual accuracy of objective quality metrics

B. Evaluation on the Second Dataset With More Consistent
Subjective Rankings

To build a dataset with better discriminating power in per-
formance evaluation of quality metrics for image retargeting, as
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Fig. 12. The proposed additional image dataset containing 35 test images selected from [1], [5], and [17], based on the consistency of their subjective paired

comparison results.
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Fig. 13. Individual rank correlation values between the proposed PGD, SLR, and PGD+SLR metrics and the subjective test results for the 35 test images in the

second dataset.

illustrated in Fig. 12, we collect 35 images from the test images
provided in [1], [5], and [17]. The second dataset fully covers
the dataset in [17] and therefore [17] can be regarded as a subset
of the second dataset. We evaluate the subjective visual quality
on five selected image retargeting algorithms used in [8], there-
fore the number of comparison pairs for all the 35 images is
350. We invite 30 subjects to do the subjective test and each
subject votes for 140 image pairs and thus each image pair is
voted by 12 subjects (times). The subjects include 30 males and
5 females, who were 25 years old on average. The test device
includes a full-HD 24-inch LCD display with color temperature
6500 K. Before the test, each subject was shown with some ex-
ample images to learn about the typical types of retargeting ar-
tifacts. Similar to the subjective test procedure described in [8],
the original image (on the top of the screen) and two retargeted
images (unlabeled and placed in a random order on the bottom)
obtained by two different retargeting schemes are shown to a
subject. The subject is asked to vote for the retargeted image
with relatively better visual quality according to the reference
image.

Fig. 13 shows the rank correlation values for individual test
images using the proposed PGD, SLR and the PGD+SLR met-
rics based on this dataset. Since five retargeting schemes are
compared for this dataset, there are totally 10 paired compar-
isons for each test image. The results show that the proposed
PGD+SLR metric achieves 0.8 or more rank correlation with
the subjective results for 20 out of 35 test images. Moreover, the
combined PGD+SLR metric achieves (for 22 images) and even
outperforms (for 8 images) the best rank correlation of using

the PGD metric and the SLR metric solely for 30 out of the 35
test images (86%), indicating that, compared to PGD and SLR
metrics, the combined PGD+SLR metric can better match the
human perception of visual quality most of the time.

Table II shows the average rank correlation measured by the
Kendall 7 distance and the standard deviation of correlation
over 35 test images. The results show that correlation value be-
tween the rankings using the proposed PGD+SLR metric and
the subjective rankings is 0.69, corresponding to an average pre-
cision of 84.5% and an average error rate of 15.5%, which is a
very promising result. Compared to the other metrics where the
second best is EMD with a rank correlation value of 0.36 (cor-
responding to an average precision rate of 68% and an average
error rate of 32%), the proposed metric is significantly more
consistent with the subjective results, showing that the proposed
metric outperforms the others in terms of the ability in charac-
terizing the human perception of visual quality. In addition, the
standard deviation of correlation of the proposed metric is also
close to the lowest, meaning that its performance is rather stable.

Fig. 14 compares the performances of the adaptive fusion
scheme in (9) and (10) and fixed weighting scheme, where the
blue lines indicate the rank correlation values with « varying
from 0 to 1 with a step-size of 0.1. The result shows that the pro-
posed adaptive fusion scheme outperforms the fixed weighting
scheme with various weighting values because different images
may need different weighting values as discussed in Section V.

Note, an additional advantage of the proposed metric is that
it can localize the geometric distortions on a retargeted image
since the proposed PGD metric is based on the local variance of
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Metric Attribute Total
Lines/ Faces/ Foreground| Geometric
Edges | People Texture Objects | Structure Symmetry | Mean std LCC |p-value
SIFTflow —0.013 —0.04 —0.017 —0.09 —0.025 0.267 —0.01 0.50 -0.17 | 0.468
EMD [18] 0.213 0.480 0.266 0.375 0.400 0.133 0.36 0.36 041 3e-6
Metric in [15] with Itti’s saliency maps [28] 0.157 0.119 0.178 0.092 0.127 0.115 0.13 0.51 0.15 0.047
Metric in [15] with saliency maps by [25] 0.140 | 0.179 | 0.161 0.112 0.138 0.107 | 0.7 | 0.57 | 021 | 0.033
GDM 0.307 0.227 0.100 0.333 0.425 0.450 0.30 0.37 0.26 7e-5
GDM+LCM 0.300 0.230 0.100 0.333 0.450 0.450 0.31 0.38 0.27 3e-5
GDM+VSM with saliency maps by [25] 0.520 0.413 0.333 0.533 0.512 0.575 0.46 0.29 0.55 9e-11
PGD (GDM+VSM+LCM) + saliency maps [25] | 0.586 0.493 0.366 0.600 0.612 0.600 0.50 0.29 0.57 le-12
PGD+SLR with Itti’s saliency maps [28] 0.610 0.598 0.615 0.479 0.571 0.651 0.57 0.47 0.58 le-11
PGD+SLR with saliency maps by [25] 0.746 0.680 0.767 0.662 0.700 0.767 0.69 0.30 0.70 le-14
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Fig. 14. Rank correlation value versus the weight value o for controlling the
weights between SLR and PGD.

SIFT flow vector field. As indicated in red in Fig. 15, the multi-
operator algorithm presents relatively fewer geometric distor-
tion in the retargeted image compared to the others. In contrast,
the seam carving and warping schemes leads to severer geo-
metric distortion on the salient objects. Therefore, our proposed
metric not only evaluates the amount of geometric distortion in
a retargeted image, but also provides a tool to localize the geo-
metric distortion, which is useful in analyzing the characteristics
of a retargeting scheme for further improvement.

C. Computational Complexity

Our method takes about 115 seconds for assessing an image
(retargeted from 768 x 512 to 576 x 512) on a quad-core
(Intel 17) personal computer with 16 GB RAM using Matlab
without any code optimization. In our method, the SIFT
flow estimation, saliency map estimation, and rest operations
consume about 85%, 12%, 3% of the computation, respec-
tively. The complexity of the most dominating operation
SIFT flow estimation for an N x N image for one iteration
is O(N?log, N) [21]. The other operations are of O(N?)
complexity. Note, the SIFT flow estimation can be replaced
with the fast dense correspondence matching scheme proposed
in [31] which was reported to be much faster than SIFT flow
while achieving comparable accuracy, or with the method
proposed in [32].

(b)

()]

Fig. 15. (a) The original image, and the visualized perceptual distortion maps
obtained from (b) multi-operator method, (c) seam carving, (d) Shift-map, and
(e) warping method. Their overall quality indices are g0 = 0.88, 0.42, 0.8,
and 0.65, respectively.

D. Limitations

Our method also has its limitations. First, the accuracy of the
SIFT flow map has significant impact on the accuracies of the
PGD and SLR metrics. For some images with lots of repeated
texture patterns or very smooth areas, the SIFT flow estimation
may not work well for some parts of the images as it may find in-
correct correspondences in these parts. Usually, the inaccuracy
of SIFT flow for smooth areas does not have much impact on
the accuracy of the proposed metric since the geometric distor-
tion and information loss are visually less significant in smooth
areas. But for textured regions, the inaccuracy does matter. For
the 10 highly textured images in the two datasets consisting of
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72 test images, the rank correlation values are all below the av-
erage. Besides, unreliable saliency maps will reduce the accu-
racies of PGD (due to unreliable VSM) and SLR metrics.

VII. CONCLUSIONS

In this paper, we proposed a novel objective metric for vi-
sual quality assessment of retargeted images; the proposed ap-
proach is among the initial attempts in this much meaningful and
less-investigated area of research in visual quality evaluation as
most of the existing methodologies in perceptual visual quality
metrics cannot successfully apply in this context because of the
non-uniform content changes in retargeted images. The main
contribution of the proposed metric lies in that the perceptual
geometric distortion and information loss are taken into account
simultaneously, thereby better characterizing the human percep-
tion on the visual quality of a retargeted image compared with
existing metrics.

We have proposed a FR method for measuring the geometric
distortion of a retargeted image based on the local variation
in the SIFT flow image estimated from the original and retar-
geted images. Note that a FR method in retargeting cases are
different from one in general visual quality evaluation devel-
oped so far, since the reference image available here is with a
different size and significant content change compared with the
image(s) being evaluated. Furthermore, a visual saliency map is
derived to characterize human perception of the geometric dis-
tortion. Based on the estimated SIFT flow image and saliency
map, we have also proposed a method for measuring the infor-
mation loss due to image retargeting. Our experiments show
that the superior performance of the proposed metric in terms
of the consistency with subjective evaluation results, compared
with the relevant existing metrics. The experimental results have
confirmed a performance leap from the relevant state-of-the-art
techniques in the area.
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