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Low-Overhead Content-Adaptive Spatial Scalability
for Scalable Video Coding

Chia-Wen Lin, Senior Member, IEEE, Chia-Ming Tsai, and Po-Chun Chen

Abstract—To support spatial scalability, the scalable extension
of H.264/AVC (SVC) uses video cropping or uniform scaling to
downscale the original higher-resolution (HR) sequence to a lower
resolution (LR) sequence. Both operations, however, will cause
critical visual information loss in the resized frames. To address
the problem, we propose a low-overhead content-adaptive spatial
scalability SVC (CASS-SVC) coder consisting of three main
modules: a mosaic-guided video retargeter, a side-information
coder, and a non-homogeneous inter-layer predictive coder. The
proposed video retargeting scheme first constructs a panoramic
mosaic for each video shot to obtain a compact shot-level global
scaling map which is then used to derive the scaling maps of
individual frames in the shot. The side information required for
the non-homogeneous scaling, including the global scaling maps
and the spatial corresponding positions of individual frames to
the panoramic mosaic, are then efficiently coded by the side-infor-
mation coder. The non-homogeneous interlayer prediction coding
tools are used to provide good predictions to reduce the bitrates
for coding the HR frames. Our simulation results demonstrate
that, compared to existing CASS-SVC coders, our method cannot
only well preserve subjective quality of important content in the
LR sequence, but also significantly improves the coding efficiency
of HR sequence.

Index Terms—Inter-layer prediction, scalable video coding, spa-
tial scalability, video adaptation, video retargeting.

I. INTRODUCTION

N ETWORK environments usually involve heterogeneous
devices with various display abilities and channel band-

widths. While streaming a video through networks, video con-
tent needs to be adapted to match the heterogeneity of networks
and user devices. Salable video coding, e.g., the scalable exten-
sion of H.264/AVC (SVC) [1], is an important technology to
support the video content adaptation. More specifically, to ac-
commodate the different resolutions and aspect ratios for dif-
ferent types of display devices such as standard-definition TVs
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(SDTVs), high-definition TVs (HDTVs), home theater projec-
tors, and hand-held devices, the spatial scalability offered in
SVC [1], [2] is a useful tool.
In order to support various display resolutions and aspect

ratios, SVC supports video cropping or uniform scaling to
downscale the original higher-resolution (HR) sequence to a
lower resolution (LR) sequence. Different resolution videos are
coded by individual video encoders and interlayer prediction
are then used to reduce the redundancies between different
spatial layers [2]. However, the flexibility and performance of
the spatial scalability in SVC is still rather limited, since both
video cropping and uniform scaling used in SVC lead to critical
visual information loss. Recently, several content-adaptive
video retargeting methods have been proposed [4]–[11]. These
methods mainly aim to retain as much human interested regions
as possible by trimming unimportant spatio-temporal content,
thereby preserving in the resized video the main content inside
the source video. Therefore, they can be used to help enhance
the flexibility and performance of current SVC.
According to the definition in [3], content-adaptive video

retargeting methods can be classified into discrete approaches
[4]–[6] and continuous approaches [7]–[11]. Seam-carving
based methods are among the most representative discrete
approaches [4]–[6]. Based on an energy function, such methods
repeatedly remove a spatio-temporal surface until reaching the
desired video resolution. However, with complex camera and
object motions, finding a surface that does not disturb important
video content becomes difficult.
Warping based methods [7]–[11] resize each video frame by

finding the optimal warping function of each patch in a con-
tinuous domain. For example, Wolf et al. [7] formulated video
retargeting as solving a least squares problem with sparse linear
system equations. As a result, each pixel of low importance
is mapped to be relatively close to its neighboring pixels, and
vice versa. A few approaches have been proposed to address the
temporal incoherence problem which usually happens in video
retargeting. To maintain temporal coherence, the method pro-
posed in [8] pre-allocates the space for warping future salient
regions by accounting for a shot-time window of succeeding
saliency maps. Wang et al. [9] proposed to keep temporal con-
sistency with the guide of the optimized motion pathlines of op-
tical flow. The method first performs independent per-frame re-
sizing, then corrects each motion pathline to make its scaling
consistent. Consequently, the per-frame resizing is performed
again by minimizing the warping error between the independent
per-frame resizing and the optimized pathlines. Our previous
works [10], [11] proposed to construct a shot-level panoramic
mosaic for a video shot to maintain spatio-temporal coherence.
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Fig. 1. Block diagram of the proposed content-adaptive spatial scalability coder for SVC.

The panoramic mosaic is used to determine a shot-level global
scaling map, which is then used to derive local scaling maps of
individual frames after aligning the frames to the mosaic.
To preserve the visual information in the reduced-resolu-

tion video in SVC or in applications with bandwidth-limited
channel, recently a few content-adaptive coding schemes have
been proposed to integrate the content-aware video retargeting
with an H.264 coder [13]–[15] or an SVC coder [16]–[18].
Décombas et al. [13] proposed to integrate seam carving with
H.264/AVC for semantic video coding. In the method, the
group of seams and the key lines detection methods are applied
to reduce data overhead in storing seam positions. Then, the
seam position information is coded for recovering the original
resolution video at the decoder side. Then, an improved version
of [13] was proposed in [14], in which a new energy map
was introduced and the way to define group of seams and the
background synthesis method were redesigned. In [15], image
epitomes that best represent the original frames are extracted
as the priors for efficient intra-coding. The epitomic priors are
losslessly coded and sent to the decoder to guide the decoding.
Wang et al. [16] proposed a content-adaptive spatial scala-
bility framework to extend SVC. A warping based retargeting
method [8] was utilized in their framework to adapt the original
full-sizes video to content-aware LR video. After that, the warp
coding scheme proposed in [17] is used to encode the defor-
mation of each spatial position to its neighboring positions.
Finally, three extended inter-layer prediction tools are used to
support the non-linear spatial mapping in inter-layer prediction
coding. In [18], content-adaptive motion estimation and mode
decision schemes were proposed for reducing the computing
cost of SVC without sacrificing the coding efficiency.
The non-homogeneous scaling to obtain reduced-resolution

video in the above content-adaptive coding schemes, however,
requires to send additional side information (e.g., ROI positions,
seam positions, warping parameters) to signal the decoder for
properly reconstructing the original resolution video in the inter-
layer prediction process. The additional side information needs
to be efficiently compressed so as to reduce its impact on coding
efficiency. However, all the video retargeting methods used in
these methods require to save and send side information frame
by frame. The per-frame side information consumes a signifi-

cant amount of memory and channel bandwidth, thereby leading
to significant coding efficiency degradation.
To address the problem, we propose a low-overhead con-

tent-adaptive spatial-scalability SVC (CASS-SVC) coder
which consists of three main modules: a mosaic-guided video
retargeter, a side-information coder, and a non-homogeneous
inter-layer predictive coder. Instead of sending per-frame side
information for the non-homogeneous scaling used in existing
methods [13]–[17], without sacrificing the visual quality in
the retargeted video, our method only utilizes per-video-shot
side information including shot-level global scaling maps and
the spatial corresponding positions of individual frames to the
panoramic mosaic. Since a video shot usually contains tens
of hundreds of video frames, the amount of side information
is drastically reduced, thereby significantly increasing the
coding efficiency of the SVC. The contribution of the proposed
method is three-fold: (i) we propose a new low-overhead
CASS-SVC coder; (ii) we propose new shot-based video retar-
geting schemes that can preserve important visual content as
well as maintain spatio-temporal coherence in retargeted video
at low computation and overhead costs; and (iii) we propose
new non-homogeneous inter-layer prediction tools to achieve
good coding efficiency for the proposed CASS-SVC.
The rest of this paper is organized as follows. Section II

gives the overview of the proposed CASS-SVC framework. Our
shot-based video retargeting method is presented in Section III.
The proposed side-information coder is described in Section IV.
Section V presents the proposed non-homogeneous inter-layer
prediction schemes. Section VI reports the experimental results.
Finally, conclusions are drawn in Section VII.

II. OVERVIEW OF THE PROPOSED FRAMEWORK

We propose an efficient CASS-SVC coder which aims to pre-
serve important visual information in the LR layer, as well as
to reduce the overhead cost of sending side information for
guiding the non-homogeneous inter-layer prediction at the de-
coder without significantly sacrificing the coding efficiency of
HR layer. Fig. 1 shows the block diagram of the proposed frame-
work which consists of three modules: (1) the mosaic-guided
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TABLE I
NOTATIONS

video retargeting module, (2) the side information coder, and (3)
the non-homogeneous inter-layer predictive coder.
By constructing shot-level panoramic mosaics, the

shot-based video retargeting module non-homogeneously
resizes frames in a shot to preserve important visual content in
the frames while maintaining intra-frame spatial coherence and
inter-frame temporal coherence with the help of the panoramic
mosaics. After obtaining the retargeted LR video, the global
scaling maps and mosaic correspondence map are respectively
coded by the side information coder and sent to the decoder
for guiding the reconstruction of the HR video. Conventional
SVC coders reduce data redundancy between two adjacent
spatial-resolution layers by using linear inter-layer prediction
coding tools which subtract the up-scaled co-located blocks of
LR layer from the HR counterpart, and code and then embed
the prediction residues into the scalable bitstream. Because the
corresponding spatial relationship of two adjacent spatial layers
in the proposed framework is no longer linear, we design a
mapping matrix to rebuild the spatial correspondences of each
frame. With the guide of the mapping matrix, we redesign a
non-homogeneous up-scaling operation of interlayer prediction
coding tools to achieve good prediction accuracy.

III. SHOT-BASED VIDEO RETARGETING

Table I lists the main symbols used in this paper. Assume
we resize a video from resolution to . Con-
tent-adaptive video retargeting aims to determine the scaling
factors of individual pixels in each video frame based on their
content importance so as to maximize in the downsized video
the retained information and perceptual quality subject to a pre-
determined size budget. Let and respectively
denote the horizontal and vertical scaling factors for the -th
pixel in the -th frame. The sums of scaling factors in each row

Fig. 2. Block diagram of the proposed shot-based video retargeting method.

and in each column are respectively given as
and .

Since a CASS-SVC bitstream consumes an additional bitrate
for sending the side information to guide non-homogeneous
resizing, the amount of side information plays a crucial role
in coding efficiency. The video retargeting scheme used in a
CASS-SVC should not only preserve as much information as
possible in the downsized video, but also keeps the consumed
overhead minimal. To this end, we propose a low-overhead
shot-based video retargeting method by modifying our previous
works [10],[11] to significantly reduce the amount of side infor-
mation while still maintaining good visual quality of retargeted
video. Besides, our approach addresses the spatio-temporal
incoherence problem commonly faced in video retargeting in a
systematic and efficient way, rather than resorting to numerous
per-frame optimizations[9], [10].
As illustrated in Fig. 2, similar to our previous work[10], the

proposed method first performs shot boundary detection [19]
and constructs a panoramic mosaic for each video shot. The mo-
saic image is then segmented into regions by using a semi-au-
tomatic segmentation tool proposed in [20]. Before deriving the
scaling maps of individual frames, our method first retargets
the shot-level panoramic mosaic to the desired scaling ratio.
Based on the shot-level panoramic mosaic, the region segmen-
tation masks and a set of spatial coherence constraints, infor-
mation loss constraints, and scaling budget constraints, we pro-
pose an iterative optimization scheme to obtain a shot-level
global scaling map for the mosaic, which is then used to de-
rive frame-level scaling maps at both the encoder and decoder.
The proposed retargeting scheme is a coding-friendly ver-

sion of our previous method proposed in[11]. Unlike the scheme
[10] which requires to perform per-frame optimization to derive
frame-level scaling maps, we embed the per-frame scaling bud-
gets into the constraints for the iterative optimization of global
scaling map. As a result, frame-level scaling maps can be di-
rectly computed from the global scaling map at both the en-
coder and decoder without resorting to the per-frame optimiza-
tion. This does not only reduce the computation cost but also
drastically reduces the amount of side information since only
the global map along with a few frame alignment information
need to be sent to the decoder as side information. Note, sending
a coded shot-level global scaling map of size (the
size is about the same order as a frame size, see Table II in
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TABLE II
COMPLEXITY OF THE TWO PROPOSED RETARGETING METHODS

Section VI) instead of sending numerous (usually tens or hun-
dreds) frame-level local scaling maps of size would
significantly reduce the overhead bitrate. To further reduce the
bitrate of the global scaling map, we impose an additional spa-
tial constraint to limit the same column/row of the shot-level
panoramic mosaic to share the same scaling factor. As a re-
sult, the number of the global scaling factors is reduced from

to . After calculating the frame-level scaling
maps based on the shot-level global scaling map, we perform
a separable 2D retargeting: a horizontal resizing followed by
a vertical resizing. The detailed operations of our retargeting
scheme are elaborated below.

A. Initialization

At the encoder, the proposed video retargeting method ex-
ploits four kinds of information to resize a video shot: the frame-
level energy maps, the shot-level panoramic mosaic, the shot-
level energy map, and the region segmentation mask.
1) Frame-Level Energy Maps: The energy function, which

is used to represent the pixel-wise visual importance in each
video frame, plays an important role in content-aware video re-
targeting. Using the saliency detection model proposed in [12],
which is based on the human visual sensitivity and the ampli-
tude spectrum of quaternion Fourier transform, we obtain each
frame’s energy (saliency) map which represents the en-
ergy value of the -th pixel in a frame.
2) Shot-Level Panoramic Mosaic: The shot-level panoramic

mosaic is generated to provide a global reference of the posi-
tions of video frames in a shot. Similar to our previous work[10],
our method uses the SIFT [19] descriptor to select feature points
in each video frame and to perform correspondence matching
between two neighboring frames. We use a simplified affine
model with only scaling and translation parameters. Further-
more, we use RANSAC [22], [23] to estimate the cameramotion
between two neighboring frames based on the correspondences
matched by SIFT. Consequently, the panoramicmosaic of a shot
is generated by using the estimated camera motion parameters
to align the frames in a shot.
3) Shot-Level Energy Map: The shot-level energy map is ob-

tained by fusing all frame-level energy maps of a shot based on
the corresponding locations in the shot-level panoramic mosaic.
Let denote the projective transform for the -th frame,
the coordinate of the -th pixel in the -th frame, and

the projected coordinate of in the shot-level
panoramic mosaic after frame alignment. Then, the projection
of a coordinate is represented by . The
shot-level energy map is simply obtained as the mean of the

energy values corresponding to the same pixel after the frame
alignment, as expressed by

(1)
where denote the energy value corresponding to
pixel of the panoramic mosaic.
Note, the union operation in (1) is a many-to-one mapping,

that is, a pixel in the panoramic mosaic may be as-
sociated with the energy values from multiple frame-level en-
ergy maps. To obtain a single-valued mapping, we use the mean
value of the set in (1) as the energy value for pixel of
the shot-level energy map.
4) Panoramic Mosaic Segmentation Mask: The scaling fac-

tors of pixels/patches inside each region should be kept as con-
sistent as possible. To this end, we use the semi-automatic object
segmentation tool proposed in [20] to identify objects/regions
in the panoramic mosaic for each shot. Note, the segmentation
result by the automatic segmentation tool proposed in [20] still
has over-segmentation problem. Therefore, the user can scribble
the segmentation image to merge the regions that belong to the
same object.

B. Scaling Budget Constraints

A key step of the proposed method is to embed the per-frame
scaling budgets for a video shot in the constraints imposed in
the iterative optimization process to derive the shot-level global
scaling map. This can achieve fairly good accuracy while di-
rectly computing the per-frame local scaling maps from the
global scaling map at both the encoder and decoder, without the
need of resorting to computationally expensive per-frame op-
timization and the cost of transmitting bandwidth demanding
local scaling maps. For the shot-level panoramic mosaic, its
available scaling budget is constrained by the corresponding
frame alignment location and the target resolution.
Suppose the corresponding coordinates of the upper-left and

lower-right pixels of the -th frame in the panoramic mosaic are
and , respectively, i.e.,

and . Recall that we use
a simplified affine model with only scaling and translation pa-
rameters, the horizontal and vertical scaling budget constraints
for the -th frame are set as

(2)

where and denote the hori-
zontal and vertical global scaling factors of at the
-th round of iterative optimization. Note, for downscaling,

and .
With the constraints in (2), we can compute the scaling map

of a video frame with a satisfactory accuracy directly from the
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panoramic mosaic according to the available scaling budget
without resorting to per-frame optimization procedure in [9]
and [10]. Even if the optimization procedure may determine
improper scaling factors for a certain region, the error propaga-
tion is only limited to the frames containing the region.

C. Information Loss Constraints

The information loss after resizing a panoramic mosaic can
be measured by the sum of the products of pixel-wise energy
value and subsampling ratios in the panoramic mosaic in the
and directions as follows:

(3)

D. Spatial Coherence Constraints

In the optimization process, we impose the following costs
and constraints to avoid the spatial incoherence distortion.
1) Cost of Region Inconsistency Distortion: To main-

tain spatial coherence, the scaling factors within a region
should be made consistent. To do so, we define a set

consisting of all regions in the
region segmentation mask of the shot-level panoramic mosaic,
where is the number of labeled regions. To maintain the
consistency of pixels’ resizing ratios in a region, the region
inconsistency distortion of the -th region is first measured by

(4)

where denotes the standard deviation function. The re-
gion inconsistency distortion of all objects can be obtained by

(5)

In brief, we minimize the variation of scaling factors in each
region to maintain the consistency of each region’s size.
2) Spatial Smoothness Constraints: To reduce the bit-rate of

side information, we impose the following spatial smoothness
constraints:

(6)

In other words, when performing horizontal resizing, the
pixels within the same column/row share the same scaling
factor value. This reduces the number of global scaling factors
for the panoramic mosaic from to ,
thereby reducing the bitrate for coding the global scaling map.

Besides, to control the scaling factor changes between adjacent
columns/rows, we introduce additional constraints into the
optimization proceduree as follows:

(7)

where and are used to control the deformation de-
gree. Larger and would preserve more important
visual content in the retargeted video, but would also raise the
risk of introducing unacceptable structure deformation artifacts.
We set and to 0.001 in all our experiments.
3) Cost of Scaling Inconsistency Distortion: To avoid aspect

ratio deformation, the horizontal and vertical scaling factors of
visually important pixels should also be kept consistent. There-
fore, as part of the cost, we measure the scaling inconsistency
distortion, which is formulated as the sum of the absolute differ-
ences between a pixel’s horizontal and vertical scaling factors
weighted by the pixel’s energy value:

(8)

E. Iterative Optimization for the Shot-Level Scaling Map

An iterative optimization procedure is performed to find a
converged solution by minimizing the overall dis-
tortion involving (3), (5), (8) subject to the scaling budget and
spatial smoothness constraints. The optimization procedure is
formulated as a nonlinear optimization problem of the form:

(9)

where are the optimal global scaling factors in the
and directions. We use the interior-point solver [24] to solve

the nonlinear optimization problem. The weights for and
are set equal (i.e., ). Suppose the height and

width of the shot-level panoramic mosaic map are and ,
then the initial scaling factor values are set as follows:

(10)

F. Computation of Frame-Level Scaling Maps

After obtaining the optimal global scaling factors,
, the local scaling map of the -th frame is

computed via the projective transform by

(11)
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Fig. 3. Proposed side-information coders: (a) the scaling map coder; (b) the
mosaic correspondence map coder.

After obtaining the local scaling factors, the LR frames are gen-
erated by the pixel fusion based image downscaling proposed in
[7].

G. Low-Cost Mosaic-Guided Video Retargeting

Since the nonlinear optimization method in (9) is still time
consuming, a low-cost simplification is to relax the and

of the cost function in (9) as follows:

(12)

As a result, the optimal global scaling map can be obtained
by using a linear programming solver [25], which significantly
reduces computation in determining the global scaling factors.
However, due to the removal of the spatial coherence costs, the
resized images might have a few inconsistent deformation and
noticeable visual artifacts.

IV. SIDE-INFORMATION CODERS

SVC exploits interlayer prediction and coding tools to en-
hance the coding efficiency for spatial scalability. The “I_BL”
type macroblock (MB) is coded by a spatial scalability coding
tool by which the HR block is reconstructed by adding predic-
tion residues to the corresponding up-scaled LR block. Since
LR frames in CASS-SVC are non-homogeneously downscaled
from HR frames, additional side information is needed to
signal the decoder to up-scale a LR frame correctly. The global
scaling map [i.e., ] and the correspondence map

of individual frames to the panoramic mosaic [i.e.,

and ] are the side information required for correctly
up-scaling an LR frames to an HR frames at both the encoder
and decoder. Therefore, we design two coders to encode the
global scaling map and the correspondence map derived from
the panoramic mosaic.

A. Global Scaling Map Encoder

Fig. 3(a) shows the block diagram of the global scaling
map encoder that uses DPCM, run-length coding (RLC), and
Huffman coding. The horizontal and vertical global scaling

factors, and , are separately encoded. Due to the
imposed spatial constraints in (6) and (7), the pixels in a region
of the panoramic mosaic would have similar scaling factor
values, where the variations of adjacent scaling factors are
controlled within and . Since adjacent scaling
factor values are close, DPCM is applied to remove the spatial
redundancy among the values, followed by RLC to encode the
nonzero prediction residues. As a result, the global scaling map
is compactly represented by a sequence of 2-D number pairs
in the form of , where denotes
the differential value after DPCM, and denotes
the number of consecutive zeros between two nonzero .
Finally, Huffman coding is used to remove the statistical redun-
dancy among these 2D symbols. To design the Huffman coder,
we resize various types of video clips to collect the scaling
maps as training data. To encode the scaling factors, DPCM
is applied and the numbers of consecutive zeros between
nonzero scaling factors are also recorded. Then, the statistics of
differential mosaic correspondence values are calculated and
the Huffman code is assigned according to the statistics. Note,
in our implementation, the precision of scaling factors is set to

for a reasonable size of codebook.

B. Mosaic Correspondence Map Encoder

As shown in Fig. 3(b), DPCM and Huffman coding are used
to encode the correspondence map of individual frames to the
shot-level panoramic mosaic. The four correspondence values,

and , are separately encoded. Unlike
the global scaling map coder, since the camera motion is un-
predictable, RLC is not suitable to encode the correspondence
values. After being coded by DPCM, the residues are directly
encoded by using Huffman coding.

V. NON-HOMOGENEOUS INTERLAYER PREDICTIVE CODERS

We modified the spatial scalability coding tools in SVC
to support the non-homogeneous inter-layer prediction used
in CASS-SVC. Four re-designed coding tools are used: 1)
the EL-BL mapping matrix, which records the spatial cor-
respondences of each frame from the HR layer (i.e., the
enhancement-layer) to the LR layer (i.e., the base-layer), 2)
the non-homogeneous inter-layer texture prediction, 3) the
non-homogeneous inter-layer residue prediction, and 4) the
non-homogeneous inter-layer motion prediction.

A. The EL-BL Mapping Matrix

In our method, the EL-BL mapping matrix is designed to
indicate the spatial correspondences of each frame from an HR
frame to its retargeted LR frame. Because SVC only supports
frame cropping and uniform scaling to adapt video resolutions
or aspect ratio, a linear mapping function is used in SVC
to derive the spatial correspondences between two adjacent
spatial layers[2]. Nevertheless, since the mapping function in
CASS-SVC is no longer linear, the EL-BL mapping matrix is
used to indicate the nonlinear mapping relationships.
A general case of creating the EL-BLmapping matrix of each

frame is given here. The correspondences from an HR frame
to an LR frame is derived from the local scaling factors,
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Fig. 4. Illustration of non-linear spatial mapping between two adjacent spatial
layers in the horizontal direction.

and . Fig. 4 illustrates the nonlinear spatial mapping be-
tween two adjacent spatial layers in the horizontal direction.
After horizontal warping, suppose the horizontal positions of
the -th to -th pixels in the HR frame corre-
spond to the fractional positions between and
in the LR frame. Then, the corresponding EL-BL matrix values
of the horizontal positions from to are all
set to . The EL-BL matrix values of the -th frame in and
directions are computed by

(13)
where stands for the floor function which takes the
largest integer smaller than the input.

B. Non-Homogeneous Interlayer Texture Prediction

In the interlayer texture prediction in SVC, if a MB of the
HR layer is coded as the I_BLMB type, the co-located blocks in
the LR layer is up-scaled and subtracted from the corresponding
MB of the HR layer. The prediction residue is then intra coded.
When up-scaling the blocks in the LR layer, the luma compo-
nent is up-scaled by a separable 4-tap polyphase interpolation
filter, and chroma components are up-scaled by a bilinear inter-
polation filter [2]. Note that, a phase index is used to indicate
the filter coefficients according to the spatial position of up-
scaling when applying the interpolation filters. In our method,
the up-scaling operation is modified to support the non-homo-
geneous prediction as shown in Fig. 5(a), where the phase index
is determined according to the scaling factor, and the corre-
sponding pixel values used in the interpolation are located by
the EL-BL mapping matrix of each frame.
The phase indexes of the -th frame are determined by

(14)

where is a function for obtaining the fractional part of the
input value, that is, .
The four spatial positions used in the 4-tap polyphase

interpolation filter are derived from the EL-BL mapping
matrix. While performing the horizontal interposition
at the -th pixel, the four spatial positions

are ,

,

, and

Fig. 5. Proposed non-homogeneous inter-layer predictive coders: (a) the tex-
ture prediction coder; (b) the residue prediction coder.

Fig. 6. Proposed inter-layer motion prediction coding structure.

, respectively.
Note that, due to 4:2:0 color sub-sampling, both the width and
height of chroma components are only half of those of luma
component. Therefore, a 13-taps dyadic interpolation filter [26]
is applied to to generate the scaling factors for
chroma components. The phase indexes of chroma components
are derived in the same manner, as formulated in (14).

C. Non-Homogeneous Interlayer Residue Prediction

Similar to the method described in Section VI-B, as shown in
Fig. 5(b), we redesign the interlayer residual prediction scheme
to support the non-homogeneous interlayer prediction in CASS-
SVC. The interlayer residue prediction in SVC is performed
when the corresponding spatial position in the LR layer is inter-
coded. If the residue prediction is activated, the motion-com-
pensated prediction residues of the co-located blocks in the LR
layer is up-scaled and subtracted from the residues of the corre-
sponding MB in the HR layer. The differences of residues are
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Fig. 7. Subjective quality comparison of the proposed method with uniform scaling, the retargeting scheme proposed by Krähenbühl et al. [8], and the retargeting
scheme without cropping operator proposed by Wang et al. [9].

then coded and embedded into the scalable bitstream. When up-
scaling the blocks in the LR layer, luma and chroma components
are all upscaled by a bilinear interpolation filter [2]. Similarly,
a phase index is used to indicate the interpolation filter coeffi-
cients. In our method, the upscaling operation is also modified
to support the non-homogeneous prediction relations. The phase
index decision method is the same as (15). Moreover, the spa-
tial positions used in the filtering operation cannot be outside the
block boundary; otherwise, it will cause coding artifact. Simi-
larly, the chroma components are downscaled by the factor of
two using a 13-tap interpolation filter [26].

D. Non-Homogeneous Interlayer Motion Prediction

Interlayer motion prediction is another coding tool used in
SVC to reduce the bitrate of motion data in the HR layer. In
SVC, when the motion prediction mode is activated, the mo-
tion vector of a MB in the HR layer is predicted either from
the neighboring MBs of same layer or from the upscaled mo-
tion vector of the corresponding LR-layerMB. To obtain correct
resampling ratios between two adjacent spatial layers for non-
homogeneous upscaling, as shown in Fig. 6, our method first
uses the EL-BL mapping matrix to retrieve the corresponding
LR-layer motion vectors. The resampling ratio for the -th
MB is then computed by (15). Then, the corresponding LR-layer
motion vectors are upscaled by the resampling ratio.

(15)

VI. EXPERIMENTS AND DISCUSSION

In this section, we compare the performances of the proposed
video retargeting scheme and the proposed CASS-SVC with
other exiting methods. For subjective evaluation, readers can
obtain the complete set of test results from our project website
[28].

A. Performance Evaluation of Shot-Based Video Retargeting

To evaluate the performance of the proposed video retar-
geting scheme, we select test sequences which contain rich

types of camera and object motions from cinema and drama
videos. In our experimental setting, each test video is resized to
the half size of the original width. We compare our method with
three exiting schemes including the uniform scaling and the two
state-of-the-art warping-based retargeting schemes proposed
in [8] and [9], respectively. To make a fair comparison, the
cropping operator of the method in[9] is disabled.
Fig. 8 shows the subjective quality comparisons of the pro-

posed method and the other three methods. Obviously, uniform
scaling, which is used in conventional SVC, is immune to
spatio-temporal incoherence distortion caused by camera or
object motions. It, however, results in small sized objects and
background in important regions and the change on an object’s
aspect ratio. Due to ignoring the temporal corresponding rela-
tionships and the limited windows size, the method proposed
in [9] may cause some visual artifacts, such as stretching,
shrinking, or both, on important video content, and obvious
geometric deformations around frame boundary regions. For
example, Figs. 7(1c) and 7(2c) illustrate the car sizes are
inconsistent, and Fig. 7(2c) shows obvious geometric defor-
mations around frame boundaries. Wang et al. [9] proposed
to keep temporal consistency with the guide of the optimized
motion pathlines of optical flow. Because the detected motion
pathline inside the newly appearing and disappearing area
may be unreliable (e.g., in the frame boundary regions), the
final motion-guided resizing step would be dominated by other
motion pathlines to keep temporal consistency. However, if
the saliency of these unreliable motion pathlines is unapparent,
these areas may be over-squeezed as can be observed in
Figs. 7(1d) and 7(2d). In contrast, with the guide of shot-based
mosaic, the proposed method can maintain the spatio-temporal
coherence as well as preserve the content structure in each
frame by evaluating the global scaling map, so as to avoid such
visual artifacts.
To compare our retargeting method based on (9) and its

low-cost version based on (12), we also compare the scaling
maps obtained by our previous work[11], the optimization
methods in (9) and (12). Fig. 8(a) to Fig. 8(c) illustrate the
panorama mosaic image, the shot-level energy map and the ob-
ject segmentation mask, respectively. Figs. 8(d2)–8(d3) show
that our previous work[11] successfully maintains coherent
object sizes. As can be observed from the snapshots depicted
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Fig. 8. Comparison of the obtained global scaling maps: (a) Shot-level panorama mosaic image; (b) Shot-level energy map; (c) Object segmentation mask;
(d1)(e1)(f1) The global scaling maps derived by using different optimization methods in [11], (10) and (12), respectively; (d2)-(d3) Snapshots obtained by the
per-frame optimization method in [11]; (e2)-(e3) Snapshots obtained by the method in (10); (f2)-(f5) Snapshots obtained by the method in (12).

in Figs. 8(e2)–8(e3), the subjective visual quality achieved by
the optimization method in (9) is comparable with that of our
previous method [10], with a slight difference in the preserva-
tion of salient regions due to the spatial smoothness constraints
imposed in deriving the global scaling map. Nevertheless, our
method in (9) leads to much fewer side information and low
computational complexity, which is particularly good for video
coding. Figs. 8(f2)–8(f3) show the results of using the low-cost
optimization method in (12) that only considers the information
loss cost. Compared with the other two results, the salient
regions are still preserved satisfactorily, but some background
regions are over-squeezed. In summary, our methods derive the
frame-level scaling maps by directly retargeting the panoramic
mosaic image, making the computation cost and overhead
cost much lower while still maintaining satisfactory visual
quality. Table II lists the time consumption of evaluating the
scaling factors of three videos. Our method was implemented
using Matlab® on a personal computer with Intel Core i5 2430
M CPU and 6 GB memory. Note, the methods proposed in
[8] and [10] require to solve an optimization problem with

unknown variables for a video shot or a time
window, where is the shot length or the size of time-window.
The method in [9] requires to solve individual optimiza-
tions, each having unknow variables. The proposed
method only requires to solve one optimization problem with

unknown variables for a video shot.

TABLE III
PERFORMANCE COMPARISON OF THE PROPOSED CASS-SVC

AND SVC USING THE TWO QP SETTINGS

B. Coding Performance of CASS-SVC

To evaluate the coding performance of the proposed
CASS-SVC, we compare the rate-distortion performance of
our method with the SVC and the method proposed in [15]. The
test videos are of various spatial resolutions, including high
definition (HD) and non-HD sequences as listed in Table III.
In the experimental settings, the width of each test sequence is
halved (e.g., from 688 288 to 384 288). Each test sequence
is coded using the hierarchical B-picture prediction structure
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Fig. 9. Rate-distortion performance comparisons between the proposed
framework and the conventional SVC for the high-resolution layer
video.The GOP size is set to 16, and the QP is set to

for (a) Diehard 4.0; (b) How;
(c) Parkscene.

with two spatial resolutions with a GOP size of 16. Each HR
sequence is downscaled by three spatial downscaling schemes
to obtain its LR sequences (i.e., the base-layer sequences), in-
cluding uniform downscaling for SVC, the retargeting method
proposed in [8] which was used in [15], and our retargeting
method for the proposed CASS-SVC scheme.
To verify the performance of the proposed non-homoge-

neous inter-layer predictive coder under different quantization
parameter (QP) settings, we designed two set of QP settings:

and
. Note, in

the former QP set, the QP value for the LR layer decreases as
that for the HR layer decreases, whereas, in the latter QP set,
the QP value for the base layer is kept the same regardless of
the QP value for the HR layer. Figs. 9 and 10 compare the

Fig. 10. Rate-distortion performance comparisons between the pro-
posed framework and the conventional SVC for the high-resolution layer
video.The GOP size is set to 16, and the QP is set to

for (a) Diehard 4.0; (b) How;
(c) Parkscene.

rate-distortion performances of the HR-layer video between
our method and the conventional SVC[1] using the two QP
settings, respectively. The blue solid lines indicate the R-D
curves of the SVC, and the red dash lines indicate the R-D
curves of the proposed method. Based on the proposed EL-BL
mapping matrix, the non-homogeneous inter-layer prediction
tools provide good prediction quality. The results in Fig. 9 show
that, no matter how the change of the QP value in the base layer,
our method only leads to slight quality degradation, which is
due to the additional overhead required for sending the side
information to the decoder. As shown in Fig. 10, for the second
set of QP settings our method leads to average quality loss of
0.5 dB for low bit rate environment. The quality loss in the
low bit-rate condition is mainly caused by the overhead of the
side information, but while increasing the coding bit-rate, the
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TABLE IV
COMPARISON OF OVERHEAD COSTS OF OUR METHOD AND THE METHOD PROPOSED IN [17] UNDER THE SAME QUALITY CONDITIONS

Fig. 11. Rate-distortion performance comparison of the EL video
layer between the SVC, the proposed method and the method in [17].
The GOP size is set to 16, and the QP is set to ,

.

effect of the overhead becomes insignificant. Table III shows
the coding performance measured by BDPSNR (Bjontegaard
Delta PSNR) and BDBR (Bjontegaard Delta Bit Rate) [27].
The average BDBR increments of the proposed method in the
two QP sets are only 4.91% and 3.92%. In general, compared to
the conventional SVC, thanks to the content-aware retargeting,
the proposed method preserves significantly more important
visual information in the LR-layer video, while maintaining
comparable visual quality of the HR-layer video. Note, al-
though the PSNR qualities of HR videos reconstructed by the
proposed CASS-SVC is slightly lower than that reconstructed
by the conventional SVC, our evaluation results [28] show
that the proposed method achieves better subjective quality
compared to SVC. This is because, similar to ROI-based
coding, CASS-SVC better preserves the salient regions in the
LR video, thereby achieving better visual quality perceptually
after inter-layer prediction.
We also compare the coding performance of the proposed

coder with that of the coder in[15] in the application scenario of
supporting spatial scalability for both high definition (HD) TV
and standard definition (SD) TV, where two 1280 720 HD
sequences ParkScene and Kimono with an aspect ratio of 16:9
are downscaled to 720 576 SD sequences with an aspect
ratio of 4:3. The GOP size is set to 16 and the used QP set is

, the
same setting as in [15]. Fig. 11 compares the R-D performances
of SVC, our CASS-SVC, and the method in[15], evidently
showing that our method outperforms the method in[15] in
coding efficiency at all bitrates, especially at low bitrates where
the overhead cost becomes relatively significant. The main
reason is our method directly derives the frame-level scaling
maps in a shot from the shot-level scaling map instead of
sending per-frame scaling maps as in [15], leading to much

fewer side information. As shown in Table IV, under the same
PSNR quality condition, thanks to the shot-based scheme
and the efficient interlayer prediction, our method achieves
effective bitrate saving by about 5.1% and 6.0% of the overall
bit-rate, compared to the method in[15]. The additional bitrates
for side information with our method are only about 0.3 kbps
for ParkScene and 2.4 kbps for Kimono, whereas the compared
method consumes 56.2 kbps and 75.2 kbps for the two videos,
respectively, which justifies the drastic overhead reduction with
our scheme. For subjective evaluation, one can obtain the HR
and LR video clips from our project website [28].

VII. CONCLUSION

We proposed a novel content-adaptive spatial scalability
coding framework for SVC. The proposed framework consists
of three modules to preserve the important content in the retar-
geted LR video without sacrificing the coding efficiency for the
HR layer. We also proposed a new shot-based video retargeting
method to successfully achieve important information preser-
vation while maintaining good spatio-temporal coherence at a
low overhead cost. Based on our framework, we have proposed
a side information coder and efficient non-homogeneous inter-
layer prediction coding tools to achieve good coding efficiency
in the HR layer. Thanks to the shot-based retargeting approach,
our results show that, compared to existing schemes, while
maintaining comparable visual quality for the LR video, the
proposed method consumes much lower overhead bitrate,
thereby achieving better rate-distortion performance in coding
the HR video.
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