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Abstract

Rendezvous search that asks two persons to find each other among a set of possible locations has
regained tremendous research interest lately in the research community of cognitive radio networks
(CRNs). In a CRN, there are two types of users: primary spectrum users (PUs) and secondary spectrum
users (SUs). SUs are only allowed to share spectrum with PUs provided that they do not cause any
severe interference to the PUs. To do this, SUs first sense a number of frequency channels. If a channel
is not blocked by a PU, then that channel may be used for SUs to establish a communication link. One
of the fundamental problems in a CRN is then for two SUs to find a common unblocked channel.

To find a common unblocked channel, channel hopping (CH) schemes are commonly used in the
literature. In a CH scheme, time is divided into consecutive time slots and each SU hops to a channel in
every time slot according to a specific CH sequence. Eventually, two SUs rendezvous when they both
hop to a common unblocked channel. Such a rendezvous search problem in a CRN is known as the
multichannel rendezvous problem.

The objective of this book chapter is to provide a tutorial on the multichannel rendezvous
problem under various categories and assumptions, including asymmetric/symmetric roles, syn-
chronous/asynchronous clocks, homogeneous/heterogeneous available channel sets, and oblivious/non-
oblivious rendezvous. Instead of giving rigorous mathematical proofs of the results in the multichannel
rendezvous problem, we will provide the needed insights/intuitions to understand these results. Though
there are many mathematical theories associated with the multichannel rendezvous problem, including
Galois fields, finite projective planes, orthogonal Latin squares, quorum systems, and difference sets, in
our view the fundamental theorem for the multichannel rendezvous problem is the Chinese Remainder
Theorem and the development of this tutorial will be focused on the Chinese Remainder Theorem.

I. INTRODUCTION

Rendezvous search that asks two persons to find each other among a set of possible locations
is perhaps one of the most common problems in our daily life. Such a problem has been studied
extensively in the literature (see e.g., the book [8] and references therein). Anderson and Weber
[11] first studied the rendezvous problem on discrete locations. The rendezvous search problem
was generalized to the compact metric space in [2]. Since then, the rendezvous search problem
on various topologies has been studied extensively in the literature, e.g., the rendezvous search
problem on the line [7], [9], [31], [40], the rendezvous search problem on the interval [51],
the rendezvous search problem on a graph [3], [6], [35], [61], the two-dimensional rendezvous
problem [4], [10], [59], [60], and rendezvous in higher dimensions [5].
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The rendezvous search problem has regained tremendous research interest lately in the research
community of cognitive radio networks (CRNs). As wireless networks used today are regulated
by a fixed spectrum policy, such a policy leads to the problem of inefficient usage of radio
spectrum [39]. To solve this problem, cognitive radio (CR) [62] was introduced to improve the
spectrum efficiency. In a CRN, unlicensed users (called secondary users (SUs)) are allowed to use
unused licensed spectrum without interfering with licensed users (called primary users (PUs)).
With the support of software defined radio (SDR) technology, nodes equipped with cognitive
radio transceivers (CR transceivers) can intelligently adjust the transmission characteristics
(e.g., transmission power, carrier frequency, and modulation strategy) to achieve highly reliable
communications and high spectrum efficiency throughout a wide range of spectrum. Therefore,
they can quickly switch their operation spectrums and utilize the unused licensed spectrums
efficiently.

In a CRN, each SU is associated with a set of channels for communications, and the availability
of each channel is determined by the behavior of neighboring PUs. SUs located in different
locations may have different available channel sets because their neighboring PUs may be
different. In addition, the available channel set of an SU may change with time because the
neighboring PUs may change their transmission states. The diverseness of available channel sets
makes the problem of establishing a control channel very challenging in a CRN, especially in a
fully distributed environment. For instance, as shown in Fig. 1, there are five channels in a CRN
{0, 1, 2, 3, 4}. The PU on the left uses the two channels {1, 2} and the PU on the right uses the
three channels {0, 2, 4}. Thus, the available channel set of SU A is {0, 3, 4} and the available
channel set of SU B is {1, 3}. The common available channel for these two SUs is channel 3.

Fig. 1. An illustration of a cognitive radio network.

The most typical approach for control channel establishment is to use a dedicated global
control channel among all SUs [30], [55], [77], [79]. However, the availability of channel sets
among SUs may vary due to the fact that they might have different neighboring PUs. Hence, the
likelihood of having a control channel globally available to all SUs is very slim. Even if SUs are
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able to find a globally available channel, the availability of this dedicated control channel may
change over time. When the dedicated control channel is unavailable, the normal operations of
SUs may be disrupted. In particular, new data packets cannot be transmitted because the control
messages cannot be exchanged even though there are other common available channels. Once
a PU starts using its channel, it is very likely that the PU will continue to use this channel for
a long time. Thus, all the control messages will be “blocked” during this long duration. Such a
problem is known as the PU long-time blocking problem (see e.g., [25], [67]). Moreover, using
one single control channel may introduce a bottleneck in the operation and may further cause
the control channel saturation problem in a high node-density environment (see e.g., [67] and
references therein).

To cope with the control channel saturation problem and the PU long-time blocking problem,
channel hopping (CH) schemes are commonly used in the literature (see e.g., [13]–[15], [27],
[34], [50], [53], [57], [63], [67]–[69], [74], [78]). In a CH scheme, time is usually divided into
consecutive time slots and each SU hops to a channel in every time slot according to a specific
CH sequence. Eventually, two SUs rendezvous when they both hop to a common unblocked
channel. Such a rendezvous search problem in a CRN is known as the multichannel rendezvous
problem.

The multichannel rendezvous problem is mathematically equivalent to the rendezvous problem
on a labelled complete graph (Chapter 13 of [8]) as the channels in the multichannel rendezvous
problem are generally assumed to be labelled and known to both users. Since the channels are
labelled, both users could simply use the FOCAL strategy [8] and hop to channel 0 when the
rendezvous process is started. However, this is not a desirable thing to do in a CRN as all the
SUs will hop to the same channel and that cause severe interference among themselves. Such
a problem is the same as the control channel saturation problem. As such, it is much more
desirable to have all the pairs of SUs rendezvous on different channels and that puts a channel
loading constraint to limit the probability for a user to search a certain channel (or location).
In view of this, the multichannel rendezvous problem is different from the classical rendezvous
search problem in the additional channel loading constraint.

As discussed in [27], CH schemes can be classified into various categories depending on their
assumptions.

Asymmetric vs. symmetric:A CH scheme is called asymmetric if one SU can be identified as the sender and the
other SU can be identified as the receiver. For asymmetric CH schemes, the sender and
the receiver can use different strategies to rendezvous. On the other hand, both SUs in
a symmetric CH scheme have to follow the same strategy. As such, the performance
of asymmetric CH schemes is better than that of symmetric CH schemes.

Synchronous vs. asynchronous:A CH scheme is synchronous if the indices of time slots of both SU are the same.
Synchronous CH schemes can achieve better performance than asynchronous CH
schemes as both SUs know when to start their CH sequences simultaneously.

Homogeneous vs. heterogeneous:A CH scheme is called homogeneous if the available channel sets of the two SUs are
the same. On the other hand, it is called heterogeneous if the available channel sets
of the two SUs are different. Clearly, rendezvous in a heterogeneous environment is
much more difficult than that in a homogeneous environment.

Oblivious vs. non-oblivious:Oblivious rendezvous is the most challenging setting of the multichannel rendezvous
problem, where (i) there are no distinguishable roles of users, (ii) users’ clocks are
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Table 1
An illustration of the Chinese Remainder Theorem

t 0 1 2 3 4 5
X1(t) 0 3∗ 4 0 3 4
X2(t) 1 3∗ 1 3 1 3

not synchronized, (iii) users may have different available channel sets, and (iv) there is
no universal labelling of the channels. In such an environment, nothing can be learned
from a failed rendezvous attempt.

The objective of this book chapter is to provide a tutorial on the multichannel rendezvous
problem under various categories/assumptions. Instead of giving rigorous mathematical proofs of
the results in the multichannel rendezvous problem, we will provide the needed insights/intuitions
to understand these results. The road map of this tutorial is as follows: we give the formal
formulation of the rendezvous problem and introduce various assumptions, constraints, and
performance metrics in Section 2. We then start from the easiest setting, i.e., the asymmetric
setting in Section 3, where we introduce the wait-for-mommy strategy and the modular clock
algorithm. In Section 4, we address the symmetric setting with time synchronization, where
we introduce the synchronous modular clock algorithm and the associated mathematical tools,
including Galois field, orthogonal Latin squares, finite projective planes and quorum systems.
Next, we address the symmetric setting without time synchronization in Section 5, where we
introduce the sawtooth sequence and the disjoint relaxed difference sets. In Section 6, we address
the oblivious rendezvous problem with the assumption of unique user IDs, where we introduce
the strong symmetrization mapping of IDs and the two-prime modular clock algorithm. In Section
7, we consider the oblivious rendezvous problem without the assumption of unique user IDs.
There we introduce a method to assign a user with exactly two available channels an ID and the
complete symmetrization mapping that uses the assigned ID for guaranteed rendezvous. Finally,
we conclude the tutorial in Section 8 by discussing some further extensions.

Though there are many mathematical theories associated with the multichannel rendezvous
problem, in our view the fundamental theorem for the multichannel rendezvous problem is the
Chinese Remainder Theorem that was first discovered in the 3rd century AD by the Chinese
mathematician Sunzi in Sunzi Suanjing. The Chinese remainder theorem asserts that if n1 and
n2 are coprime, and if r1 and r2 are integers such that 0 ≤ ri < ni for i = 1 and 2, then there is
one and only one integer x, such that 0 ≤ x < n1 · n2 and (x mod ni) = ri for i = 1 and 2. In
other words, if user i has the available channel set ci = {ci(0), ci(1), . . . , ci(ni − 1)}, i = 1 and
2, then each user can simply cycle through its available channel set repeatedly and every pair of
available channels for user 1 and 2 will appear exactly once in a period of n1 · n2 time slots if
n1 and n2 are coprime. In Table 1, we illustrate this by using the available channel sets for the
two SUs in Fig. 1, i.e., user 1 has the available channel set {0, 3, 4} and user 2 has the available
channel set {1, 3}. The CH sequence of user 1 (resp. user 2) is X1(t) (resp. X2(t)) in this table.
Clearly, all the six pairs of available channels for users 1 and 2 appear exactly once in six time
slots and these two users rendezvous on channel 3 at t = 1. In view of this, the development of
this tutorial will be focused on the Chinese Remainder Theorem and the techniques for solving
the coprime problem.
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II. MATHEMATICAL FORMULATION OF THE MULTICHANNEL RENDEZVOUS PROBLEM

To formulate the multichannel rendezvous problem, let us consider a CRN with N channels
(with N ≥ 2), indexed from 0 to N − 1. There are two (secondary) users who would like to
rendezvous on a common unblocked channel by hopping over these N channels with respect to
time. We assume that time is slotted (the discrete-time setting) and indexed from t = 0, 1, 2, . . ..
The length of a time slot, typically in the order of 10ms, should be long enough for the two
users to establish their communication link on a common unblocked channel. In the literature,
slot boundaries of these two users are commonly assumed to be aligned. In the case that slot
boundaries of these two users are not aligned, one can double the size of each time slot so that
the overlap of two misaligned time slots is not smaller than the original length of a time slot.
Denote by X1(t) (resp. X2(t)) the channel selected by user 1 (resp. user 2) at time t. Let B(t)
be the set of channels that are blocked at time t. If a channel is blocked at time t, then the
two users will not rendezvous even though they both hop to that channel at time t. Then the
time-to-rendezvous (TTR), denoted by T , is the number of time slots (steps) needed for these
two users to select a common unblocked channel, i.e.,

T = inf{t ≥ 0 : X1(t) = X2(t) 6∈ B(t)}+ 1, (1)

where we add 1 in (1) as we start from t = 0.
In the literature, various assumptions are used for speeding up the rendezvous process in the

multichannel rendezvous problem. In this tutorial, we will focus on the following assumptions:
(A1) Asymmetric roles: these two users play two different roles, e.g., user 1 is the transmitter

and user 2 is the receiver.
(A2) Universal labelling of channels: these two users have the same labelling of the N

channels.
(A3) No blocked channels: every channel is available to both users.
(A4) Nonempty intersection of available channel sets: the available channel set for user i,

i = 1, 2, is
ci = {ci(0), ci(1), . . . , ci(ni − 1)},

where ni = |ci| is the number of available channels to user i, i = 1, 2. Then there is
at least one channel that is commonly available to the two users, i.e.,

c1 ∩ c2 6= φ. (2)

(A5) Time synchronization: the two users have the same indexing of the time slots.
(A6) Unique ID: each user is assigned with an L-bit unique ID.
In addition to these assumptions, there are also various constraints in the literature on how the

channel hopping (CH) sequences {X1(t), t ≥ 0} and {X2(t), t ≥ 0} are selected.
(C1) Independence constraint: before rendezvous, both users are not able to communicate

with each other. It is natural to assume that they select their CH sequences indepen-
dently, i.e., {X1(t), t ≥ 0} and {X2(t), t ≥ 0} are two independent random sequences.

(C2) Uniform load constraint: the channel load is defined as the maximum probability that a
user hops to a particular channel in a particular time slot. To avoid the control channel
saturation problem, the channel load of a CH sequence needs to be constrained. The
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uniform load constraint requires that each available channel of a user is selected with
an equal probability at any time t.

(C3) Identical distribution constraint: in the symmetric and homogeneous setting, both users
need to follow the same strategy to select their CH sequences. In such an environment,
it is natural to assume that {X1(t), t ≥ 0} and {X2(t), t ≥ 0} have the same joint
distribution.

(C4) Maximum rendezvous diversity constraint: every channel in the intersection of the
available channel sets of the two users is a rendezvous channel. It is also known as
the maximum degree of overlapping constraint in the literature. Such a constraint is
needed for solving the PU long-time blocking problem.

There are three commonly used metrics for evaluating the performance of TTR:
(i) expected time-to-rendezvous (ETTR) : the expected time for two users to rendezvous,
(ii) maximum time-to-rendezvous (MTTR): the maximum time for two users to rendezvous

when all the channels are available to both users, and
(iii) maximum conditional time-to-rendezvous (MCTTR): the maximum time for two users

to rendezvous when there is at least one common available channel between two users.
Note that MTTR is a special case of MCTTR when all the channels are available to both

users. In the literature, people sometimes use MTTR and MCTTR interchangeably to denote the
maximum time-to-rendezvous for the setting considered in their papers.

The simplest way to generate the CH sequences to satisfy the four constraints [C1-C4] is the
random algorithm that selects a channel uniformly at random in a user’s available channel set
in every time slot. The random algorithm performs amazingly well in terms of ETTR and its
ETTR is quite close to the lower bound in oblivious rendezvous (see e.g., [24]). As such, it
outperforms many CH algorithms proposed in the literature in terms of ETTR. However, the
random algorithm does not have bounded MTTR. Thus, for theoretical analysis, researchers in
the field focus mostly on MTTR/MCTTR.

III. ASYMMETRIC SETTING

A. Homogeneous available channel sets
Let us also start from the easiest setting by assuming the asymmetric role assumption in (A1)

and the assumption of a universal labelling of channels in (A2), and the assumption of no blocked
channels in (A3).

Since these two users are allowed to play two different roles, let us consider the “wait-for-
mommy” strategy in [11], [69] for constructing the two CH sequences {X1(t), t ≥ 0} and
{X2(t), t ≥ 0}. Specifically, user 1 plays the role of “mommy” who uniformly selects at random
a channel to start and then cycles through the N channels. On the other hand, user 2 plays the
role of “child” who also uniformly selects at random a channel and stays there until it is found
by the “mommy.” Clearly, T is also uniformly distributed over [1, . . . , N ], i.e., for τ = 1, . . . , N ,

P(T = τ) =
1

N
. (3)

Thus, the expected TTR (ETTR) is (N + 1)/2. Also, as both users starts from a uniformly
selected channel, the uniform load constraint in (C2) is satisfied. It was further shown in [22]
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Table 2
The wait-for-mommy CH sequences
t 0 1 2 3 4 5

mommy 1 2∗ 0 1 2∗ 0
child 2 2∗ 2 2 2∗ 2

that the “wait-for-mommy” strategy minimizes the ETTR among all the CH sequences that
satisfy the two constraints in (C1) and (C2).

Theorem 1 (Wait-for-mommy (Theorem 1 and Example 1 in [22])) Under (A1), (A2) and
(A3), the “wait-for-mommy” strategy minimizes the ETTR among all the CH sequences that
satisfy the two constraints in (C1) and (C2). It also guarantees that the two users will rendezvous
within N time slots, i.e., its MTTR is N .

In Table 2, we show an example of the CH sequences of the “wait-for-mommy” strategy. In
this example, we assume that N = 3 and there are three channels, {0, 1, 2}. The mom cycles
through the three channels in the order of channels 1,2 and 0. On the other hand, the child stays
on channel 2 all the time. They rendezvous on channel 2 at t = 1 and t = 4.

To satisfy the maximum rendezvous diversity constraint in (C4), we let the child stay on the
same channel for a duration of N time slots and then switch to another channel. By doing so, the
assumption in (A3) can be removed. The detailed algorithm for such a generalization is shown
in Algorithm 1.

Algorithm 1 The wait-for-mommy strategy with maximum rendezvous diversity
1. For any t, let q(t) = bt/Nc and r(t) = (t mod N).
2. (Mommy) User 1 generates independently a uniformly distributed random variable U1 over
[0, N − 1]. Then construct its CH sequence as follows:

X1(t) = (r(t) + U1) mod N. (4)

3. (Child) User 2 also generates independently a uniformly distributed random variable U2 over
[0, N − 1]. Then construct its CH sequence as follows:

X2(t) = (q(t) + U2) mod N. (5)

Theorem 2 (The wait-for-mommy strategy with maximum rendezvous diversity (Algo-
rithms 3 and 4 and Theorem 16 in [23]) Under (A1), and (A2), the wait-for-mommy strategy
with maximum rendezvous diversity in Algorithm 1 satisfy the three constraints in (C1), (C2)
and (C4). It also guarantees that the two users will rendezvous within N2 time slots, i.e., its
MCTTR is N2.

In Table 3, we show an example of the CH sequences of the “wait-for-mommy” strategy with
maximum rendezvous diversity. In this example, we assume that N = 3 and there are three
channels, {0, 1, 2}. The mom cycles through the three channels in the order of channels 1,2 and
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Table 3
The wait-for-mommy CH sequences with maximum rendezvous diversity

t 0 1 2 3 4 5 6 7 8
mommy 1 2∗ 0 1 2 0∗ 1∗ 2 0

child 2 2∗ 2 0 0 0∗ 1∗ 1 1

0. On the other hand, the child stays on channel 2 for three time slots and then switch to another
channel. They rendezvous on channel 2 at t = 1, channel 0 at t = 5, and channel 1 at t = 6.

A careful examination of the “wait-for-mommy” strategy reveals that it does not really need
the universal labelling of channels. What it needs is that both users have the same channel
available sets, i.e., a homogeneous view between the two users. This shows that the asymmetric
role assumption in (A1) is the most crucial assumption in simplifying and speeding up the
rendezvous process in a CRN.

B. Heterogeneous available channel sets
In this section, we consider the heterogeneous setting where the two users have different

available channel sets. In such a setting, we assume that the asymmetric role assumption in (A1)
and the assumption on the nonempty intersection of available channel sets in (A4).

Under the heterogeneous environment, using the “wait-for-mommy” strategy is a little bit
tricky as the “child” does not know how long it has to stay on the same channel. If it stays on
a channel that is not in the available channel set of the “mommy,” then it will not be found. To
solve such a problem, the solution is for the two users to cycle through their available channels
like the “mommy” in the “wait-for-mommy” strategy, but do so with coprime periods. For this,
let us introduce the modular clock algorithm in [69] (see Algorithm 2) that cycles through the
available channel set with a period p not smaller than the size of its available channel set. When
the modular clock k is larger than the size of the available channel set, the algorithm selects a
channel uniformly at random from the available channel set. It is easy to see that the modular
clock algorithm satisfies both the independence constraint (C1) and the uniform load constraint
(C2).

Now suppose user 1 uses p1 and user 2 uses p2 in the modular clock algorithm. Let

c1 × c2 = {(c1(τ1), c2(τ2)), τ1 = 0, 1, . . . , n1 − 1, τ2 = 0, 1, . . . , n2 − 1}

be the set that contains all the pairs of available channels for users 1 and 2. If p1 and p2
are coprime, we know from the Chinese Remainder Theorem that every pair of two channels
in c1 × c2 appears at least once in p1 · p2 time slots. Thus, the modular clock algorithm will
guarantee that the two users will rendezvous within p1 ·p2 time slots (with maximum rendezvous
diversity) if p1 and p2 are coprime. Since we assume the asymmetric role assumption in (A1),
one easy way to make sure that p1 and p2 are coprime is for user 1 to select an odd number
that is not smaller than n1 and user 2 to select a power of 2 that is not smaller than n2. Clear,
p1 ≤ n1 + 1. On the other hand, p2 ≤ 2n2. This then leads to the following theorem.

Theorem 3 (Modular clock (cf. Theorem 4 in [69])) Under (A1) and (A4), suppose both users
use the modular clock algorithm in Algorithm 2 to generate their CH sequences. If p1 and p2
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Table 4
The CH sequences of the modular clock algorithm
t 0 1 2 3 4 5 6 7 8 9

X1(t) 1 2 3 4 R 1 2∗ 3 4 R
X2(t) 2 5 2 5 2 5 2∗ 5 2 5

are coprime, then the modular clock algorithm will guarantee that the two users will rendezvous
within p1 · p2 time slots (with maximum rendezvous diversity). In particular, if user 1 selects
an odd number that is not smaller than n1 and user 2 selects a power of 2 that is not smaller
than n2, then both the independence constraint (C1) and the uniform load constraint (C2) are
satisfied and these two users are guaranteed to rendezvous within 2(n1 + 1)n2 time slots, i.e.,
its MCTTR is bounded above by 2(n1 + 1)n2.

Algorithm 2 The modular clock algorithm
Input An available channel set c = {c(0), c(1), . . . , c(n − 1)}, a period p ≥ n, a slope r > 0
that is relatively prime to p, and a bias 0 ≤ b ≤ p− 1.
Output A CH sequence {X(t), t = 0, 1, . . .} with X(t) ∈ c.
1. For each t, let k = ((r ∗ t+ b) mod p).
2. If k ≤ n− 1, let X(t) = c(k).
3. Otherwise, select X(t) uniformly at random from the available channel set c.

In Table 4, we show an example of the CH sequences of the modular clock algorithm. In
this example, we assume that the available channels for user 1 are {1, 2, 3, 4} and the available
channels of user 2 are {2, 5}. Thus, channel 2 is the common available channel of these two
users, and the number of available channels for user 1 (resp. 2) is n1 = 4 (resp. n2 = 2). Since
user 1 selects an odd number that is not smaller than n1 and user 2 selects a power of 2 that
is not smaller than n2, we have p1 = 5 and p2 = 2. Suppose that both users choose r = 1 and
b = 0 in the modular clock algorithm. As p1 and p2 are coprime, they will rendezvous in 10
time slots. In this example, they rendezvous on channel 2 at t = 6. A channel marked with R
indicates that it is a channel selected at random from the available channel set of a user.

IV. SYMMETRIC SETTING WITH TIME SYNCHRONIZATION

Now we remove the asymmetric role assumption in (A1) and consider the symmetric setting.
The symmetric setting is much more difficult than the asymmetric setting in the previous section.
To alleviate the difficulty of the multichannel rendezvous problem a bit, we assume (A2) and
(A5) hold, i.e., there is a universal labelling of channels and the clocks are synchronized. Such a
setting is called the symmetric setting with time synchronization in this tutorial. Moreover, CH
sequences constructed for this setting are generally referred to as synchronous CH sequences in
the literature.

A. Homogeneous available channel sets without blocked channels
In this section, we also assume (A3) hold, i.e., there are no blocked channels.
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1) The synchronous modular clock algorithm in a Galois field: For the multichannel
rendezvous problem in the symmetric setting with time synchronization, we introduce the
synchronous modular clock algorithm (see Algorithm 3). The CH sequence from this algorithm
is based on the mathematical theory of Galois fields [44]. A Galois field GF (N) is a set of N
elements with two operations ⊕ (addition) and ⊗ (multiplication) that satisfy various algebraic
properties, including the associative law, the commutative law and the distributive law. Moreover,
there exists an identity element for addition ⊕, called the zero element, and for every element in
GF (N), its additive inverse exists. Similarly, there exists an identity element for multiplication
⊗, called the one element, and for every nonzero element, its multiplicative inverse exists.
Intuitively, we can add, subtract, multiply and divide in a Galois field as in rational numbers.

It is well-known that a Galois field GF (N) exists if and only if N is a prime power. In
particular, if N = 2, the addition in GF (2) is the exclusive-OR operation and the multiplication
in GF (2) is the AND operation. When N is a prime, the addition is the usual addition with
the modulo N operation and the multiplication is the usual multiplication with the modulo N
operation, i.e.,

(a⊕ b) = ((a+ b) mod N),

(a⊗ b) = ((a ∗ b) mod N).

The operations for GF (2m) are more involved, but they can be easily implemented by using
combinatorial logic circuits and have a lot of applications in error correcting codes and network
coding.

Here we assume that N is a prime power. Hence, a Galois field GF (N) with the two operations
⊕ and ⊗ exist. Denote the N elements in GF (N) as {0, 1, 2, . . . , N − 1}, where 0 is the zero
element (the identity element for ⊕) and 1 is the one element (the identity element for ⊗). We
will use −a to denote the inverse element of a under ⊕ and a−1 to denote the inverse element
of a under ⊗. As we can treat these two operations as usual addition and multiplication, it is
well-known that −(a⊕b) = (−a)⊕(−b), a⊗0 = 0⊗a = 0 and a⊗(−b) = (−a)⊗b = −(a⊗b)
for the Galois field GF (N).

Algorithm 3 The synchronous modular clock algorithm (in a Galois field)
Input A Galois field GF (N) with the N elements {0, 1, 2, . . . , N − 1}, where 0 is the zero
element (the identity element for ⊕) and 1 is the one element (the identity element for ⊗), a
slope r ∈ GF (N), and a bias b ∈ GF (N).
Output A CH sequence {X(t), t = 0, 1, . . . , N} with X(t) ∈ {0, 1, 2, . . . , N − 1}
1. For t = 0, let X(t) = r.
2. For each t = 1, . . . , N , let X(t) = (r ⊗ t)⊕ b.

Clearly, if N is a prime, then (r ⊗ t)⊕ b = ((r ∗ t + b) mod N) and Algorithm 3 is reduced
to the modular clock algorithm in Algorithm 2 for 1 ≤ t ≤ N . Such a CH sequence was first
proposed in SSCH [13].
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For N = 5, the CH sequences for t = 0, 1, 2, 3, 4, 5 generated with r = 1, 2, 3, 4 and b =
0, 1, 2, 3, 4 are shown in the (b+ 1)th row in the following four matrices:

1 1 2 3 4 0
1 2 3 4 0 1
1 3 4 0 1 2
1 4 0 1 2 3
1 0 1 2 3 4

 ,


2 2 4 1 3 0
2 3 0 2 4 1
2 4 1 3 0 2
2 0 2 4 1 3
2 1 3 0 2 4

 , (6)


3 3 1 4 2 0
3 4 2 0 3 1
3 0 3 1 4 2
3 1 4 2 0 3
3 2 0 3 1 4

 ,


4 4 3 2 1 0
4 0 4 3 2 1
4 1 0 4 3 2
4 2 1 0 4 3
4 3 2 1 0 4

 . (7)

Similarly, the CH sequences with r = 0 are shown in the following matrix:
0 0 0 0 0 0
0 1 1 1 1 1
0 2 2 2 2 2
0 3 3 3 3 3
0 4 4 4 4 4

 . (8)

Theorem 4 (cf. Theorems 2 and 3 in [22]) Assume that N is a prime power so that GF (N)
exists. Suppose that user 1 (resp. user 2) chooses its slope r1 (resp. r2) independently and
uniformly over {0, 1, 2, . . . , N − 1} and its bias b1 (resp. b2) independently and uniformly over
{0, 1, 2, . . . , N − 1} and both users generate their CH sequences by using the synchronous
modular clock algorithm in a Galois field in Algorithm 3. Then under (A2), (A3) and (A5), the
two users will rendezvous within N + 1 time slots and ETTR is N+1

2
+ 1

2
− 1

2N
. Moreover, the

constraints in (C1), (C2) and (C3) are satisfied.

Now we explain the intuition behind Theorem 4. For 1 ≤ t ≤ N , the CH sequence is simply
a ”line” in the field GF (N) with the slope r and the bias b. If these two users select the
same slopes, they rendezvous at time 0 and then hop as two ”parallel lines” afterwards. On the
other hand, if these two users select different slopes, then these two lines intersect each other
within [1, N + 1]. To compute the ETTR, one needs to consider the following two cases:(i)
both users select the same slope with probability 1/N , and (ii) both users select different slopes
with probability 1 − 1/N . The ETTR for this first case is 1 and that for the second case is
1 + (N + 1)/2.

As each user selects its slope and its bias uniformly at random in [0, N − 1], it is easy to
see that the probability that a user hops on a particular channel is 1/N and thus the uniform
load constraint in (C2) is satisfied. In view of the lower bounds in Theorems 2 of [22], the
synchronous modular clock algorithm in a Galois field in Algorithm 3 minimizes the MTTR
and ETTR under the three constraints (C1), (C2) and (C3).

In Table 5, we show an example of the CH sequences of the synchronous modular clock
algorithm. In this example, we assume that N = 5 and there are five channels {0, 1, 2, 3, 4}.
Suppose that user 1 (resp. user 2) chooses r1 = 1 and b1 = 0 (resp. r2 = 2 and b2 = 0) in the
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Table 5
The CH sequences of the synchronous modular clock algorithm
t 0 1 2 3 4 5 6 7 8 9 10 11

X1(t) 1 1 2 3 4 0∗ 1 1 2 3 4 0∗

X2(t) 2 2 4 1 3 0∗ 2 2 4 1 3 0∗

synchronous modular clock algorithm. Then the CH sequences can be generated from the first
rows in (6). These two users rendezvous on channel 0 at t = 5 and t = 11.

2) Orthogonal Latin squares: In this section, we discuss the connection between the
synchronous modular clock algorithm and orthogonal Latin squares.

Definition 5 (Latin square and orthogonal Latin squares) A Latin square with the set of
symbols S is an |S| × |S| matrix such that every symbol appears exactly once in every row and
every column. Two N ×N Latin squares A = (ai,j) and B = (bi,j) are said to be orthogonal if
the ordered pairs (ai,j, bi,j) are all different for all i, j = 1, 2, . . . , N .

In the following, we show two 4× 4 orthogonal Latin squares with S = {0, 1, 2, 3}.
0 1 2 3
1 0 3 2
2 3 0 1
3 2 1 0

 ,


0 1 2 3
3 2 1 0
1 0 3 2
2 3 0 1

 . (9)

Merging these two matrices together yields
{0, 0} {1, 1} {2, 2} {3, 3}
{1, 3} {0, 2} {3, 1} {2, 0}
{2, 1} {3, 0} {0, 3} {1, 2}
{3, 2} {2, 3} {1, 0} {0, 1}

 . (10)

Thus, each of the 16 ordered pairs appears exactly once.
The number of mutually orthogonal Latin squares of order N is not greater than N − 1. It is

known that if N is a prime power, then there exist N − 1 mutually orthogonal Latin squares.
These N−1 mutually orthogonal Latin squares in fact correspond to the CH sequences from the
synchronous modular clock algorithm with nonzero slopes. For instance, if N = 5, there are four
mutually orthogonal Latin squares. The (b+ 1)th row (b = 0, 1, 2, 3, 4) of the rth (r = 1, 2, 3, 4)
Latin square is generated by the CH sequence from the synchronous modular clock algorithm
with the nonzero slope r and bias b for t = 1, 2, 3, 4, 5. This can be seen from (6) and (7)
by removing the first columns of these four matrices. Note that even the matrix generated from
r = 0 is not a Latin square, it is still orthogonal to the four matrices in the sense that the ordered
pairs (i, j) are all different for all i, j = 1, 2, . . . , N .

Remark 6 The study of the existence of two orthogonal Latin squares (also known as the
Graeco-Latin square) was first proposed by L. Euler in 1782 [38]. He was not able to construct
two orthogonal Latin squares of order 6 (known as the 36 officers problem) and then conjectured
that there does not exist two orthogonal Latin squares of order N for N = 4m + 2, where m
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is a nonnegative integer. It was confirmed later by G. Tarry via exhaustive enumeration that
there does not exist two orthogonal Latin squares of order 6. However, via extensive computer
enumeration, two orthogonal Latin squares of order 10 and order 22 were found and it was later
shown that Euler’s conjecture is false for all N ≥ 10. We now know that two orthogonal Latin
squares exist for all N ≥ 3 except N = 6.

3) Finite projective planes: In this section, we discuss the connection between the synchronous
modular clock algorithm and finite projective planes. Readers interested in this topic may find
additional material in [54] and its references. The main point of introducing finite projective
planes is that the synchronous CH sequences constructed this way have the ability to learn from
each unsuccessful rendezvous optimally.

Definition 7 A finite projective plane of order N is a collection of N2 + N + 1 lines and
N2 +N + 1 points such that

(P1) every line contains N + 1 points,
(P2) every point is on N + 1 lines,
(P3) any two distinct lines intersect at exactly one point, and
(P4) any two distinct points lie on exactly one line.

The finite projective plane of order 1 is simply a triangle that consists of three points and three
lines. In Fig. 2, we show a finite projective plane of order 2, known as the Fano plane, where
points are shown as dots and lines are shown as lines or circles. In this figure, there are 7 lines:

L0 = {0, 1, 2},
L1 = {0, 3, 4},
L2 = {0, 5, 6},
L3 = {1, 3, 5},
L4 = {1, 4, 6},
L5 = {2, 3, 6}, and
L6 = {2, 4, 5}. (11)

If N is a prime power, then there exists a systematic method to construct a finite projective
plane of order N via projective geometry over the Galois field GF (N) [16], [17]. However, a
finite projective plane may not exist for arbitrary N . It was shown by Bose [16] that there is no
projective plane of order 6. Moreover, a much more general theorem by Bruck and Ryser [18]
provided a necessary condition for the existence of a finite projective plane of order N when
N = 4m+ 1 or 4m+ 2 for some nonnegative integer m. The necessary condition requires that
N to be a sum of two integer squares. However, such a necessary condition is not sufficient. In
particular, when N = 10 = 12 + 32, it was shown in [54] by computer enumeration that there is
no projective plane of order 10.
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Fig. 2. A finite projective plane of order 2.

Now we show how to construct the synchronous CH sequence from a finite projective plane of
order N . Without loss of generality, we index the N2 +N + 1 points from 0 to N2 +N . Choose
point 0 and select the N + 1 lines that contain point 0. For each one of these N + 1 lines, we
form a set by removing point 0 in that line. This gives us N + 1 sets S1, S2, . . . , SN+1, and each
of them contains exactly N points. Suppose that Si contains the N points {Si,0, Si,1, . . . , Si,N−1}
for i = 1, 2, . . . , N + 1. From (P1)-(P4) for a finite projective plane, it is easy to see that the
sets Si, i = 1, 2, . . . , N + 1, have the following properties.

(i) These N + 1 sets are disjoint and the union of these N + 1 sets is the set of points
from 1 to N2 +N (excluding point 0).

(ii) Consider a point S1,j1 ∈ S1 and another point S2,j2 ∈ S2. As these two points are
distinct, there is a unique line, denoted by Lj1,j2 , that contains these two points.
Moreover, Lj1,j2 is one of the N2 lines that does not contain point 0, and it intersects
with Si at exactly one point for i = 1, 2 . . . , N + 1, i.e., |Lj1,j2 ∩ Si| = 1.

(iii) Consider two lines Lj1,j2 and Lj′1,j
′
2
. If either j1 6= j′1 or j2 6= j′2, then these two lines

intersect at exactly one point.
(iv) For every point z in the union of these N + 1 sets, there are exactly N lines in the N2

lines that contain point z.
Using these four properties, we can construct synchronous CH sequences from Algorithm 4.

Algorithm 4 The finite projective plane algorithm
1. Each user selects a point in S1 and another point in S2 uniformly and independently.
2. Suppose that the line determined by these two points is line

L = {Si,ji , i = 1, 2, . . . , N + 1}.

3. Construct the CH sequence {X(t), 0 ≤ t ≤ N} by assigning X(t) = jt+1.

Example 8 (N = 2) In this example, we consider the case with N = 2. As shown in (11), the
three lines L0, L1 and L2 contain point 0. By removing point 0 from these three lines, we form
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S1 = {S1,0, S1,1} = {1, 2}, S2 = {S2,0, S2,1} = {3, 4} and S3 = {S3,0, S3,1} = {5, 6}. For a
point in S1 and another point in S2, we have the following four lines:

L1,1 = {1, 3, 5} = L3,

L1,2 = {1, 4, 6} = L4,

L2,1 = {2, 3, 6} = L5,

L2,2 = {2, 4, 5} = L6.

If L1,1 is selected, then the corresponding CH sequence is 000 as 1 = S1,0, 3 = S2,0 and 5 = S3,0.
The other three sequences corresponding to L1,2, L2,1 and L2,2 are 011, 101, and 110. Each of
these four sequences is selected with probability 1/4 and both 0 and 1 appear with probability
1/2 at any time.

As in the synchronous modular clock algorithm, there are two cases to discuss for Algorithm
4: (i) both users select the same point in S1 with probability 1/N , and (ii) both users select two
different points in S1 with probability 1−1/N . The ETTR for the first case is 1 and that for the
second case is 1 + (N + 1)/2. If the two users select two different points in S1, then they are on
two different lines and these two lines must intersect at exactly one point later. This corresponds
to the orthogonal Latin squares discussed in the previous section.

A fascinating thing for the finite project plane algorithm is its ability to learn from each
unsuccessful rendezvous. Suppose that user 1 selects a line Lj1,j2 and it has not met user 2 in
τ − 1 time slots. During these τ − 1 time slots, user 1 learns that the line of user 2 does not
contain any points that user 1 has searched. Note that for each point z in the union of these
N + 1 sets, there are exactly N lines in the N2 lines that contain that point. Excluding line
Lj1,j2 , there are N − 1 lines containing each point it has searched. Thus, the total number of
lines in the N2 lines that contain a point it has searched is 1 + (τ − 1)(N − 1). As such, user
1 knows that user 2 must be in one of the N2 − 1 − (τ − 1)(N − 1) lines that do not contain
any point it has searched. Such a learning ability of the finite project plane algorithm was used
in [22] to show its optimality in minimizing the TTR.

B. Maximum rendezvous diversity for homogeneous available channel sets
1) The rotation trick: To satisfy the maximum rendezvous diversity constraint in (C4), we

use the rotation trick in [23], [67]. In Algorithm 5, we introduce the synchronous modular clock
algorithm with maximum rendezvous diversity. The CH sequence generated from Algorithm 5
consists of N(N + 1) time slots. These N(N + 1) time slots are partitioned into N intervals,
each with N+1 time slots. The CH sequence in the 0th interval is generated by using Algorithm
3. The CH sequence in the qth interval is the modulo sum of the CH sequence in the 0th interval
and q. This is similar to the trick for the wait-for-mommy strategy with maximum rendezvous
diversity in Algorithm 1.

In Table 6, we show an example of the CH sequences of the synchronous modular clock
algorithm with maximum rendezvous diversity. In this example, we assume that N = 5 and
there are five channels {0, 1, 2, 3, 4}. Suppose that user 1 (resp. user 2) chooses r1 = 1 and
b1 = 0 (resp. r2 = 2 and b2 = 0) in the synchronous modular clock algorithm with maximum
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Algorithm 5 The synchronous modular clock algorithm with maximum rendezvous diversity
Input A Galois field GF (N) with the N elements {0, 1, 2, . . . , N − 1}, a slope r ∈ GF (N),
and a bias b ∈ GF (N).
Output A CH sequence {X(t), t = 0, 1, . . . , N(N + 1)− 1} with X(t) ∈ {0, 1, 2, . . . , N − 1}
1. For any t, let q(t) = bt/(N + 1)c and γ(t) = (t mod (N + 1)).
2. Let α(t) be the output of the synchronous modular clock algorithm in Algorithm 3 at time
γ(t) by using the Galois field GF (N), the slopr r and the bias b as its input.
3. (Rotation trick) Set X(t) = ((α(t) + q(t)) mod N).

Table 6
The CH sequences of the synchronous modular clock algorithm with maximum rendezvous diversity

t 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14
q(t) 0 0 0 0 0 0 1 1 1 1 1 1 2 2 2
γ(t) 0 1 2 3 4 5 0 1 2 3 4 5 0 1 2
X1(t) 1 1 2 3 4 0∗ 2 2 3 4 0 1∗ 3 3 4
X2(t) 2 2 4 1 3 0∗ 3 3 0 2 4 1∗ 4 4 1
t 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29
q(t) 2 2 2 3 3 3 3 3 3 4 4 4 4 4 4
γ(t) 3 4 5 0 1 2 3 4 5 0 1 2 3 4 5
X1(t) 0 1 2∗ 4 4 0 1 2 3∗ 0 0 1 2 3 4∗

X2(t) 3 0 2∗ 0 0 2 4 1 3∗ 1 1 3 0 2 4∗

rendezvous diversity. As in Table 5, the CH sequences can be generated from the first rows in (6)
with the additional rotation trick. The sequence length is 5 ·6 = 30. These two users rendezvous
on channel 0 at t = 5, channel 1 at t = 11, channel 2 at t = 17, channel 3 at t = 23, and
channel 4 at t = 29.

2) Relaxation of the load constraint: In this section, we address the tradeoff between the
channel load and the TTR. One problem of the synchronous modular clock algorithm with
maximum rendezvous diversity is that the TTR might be very long when the number of channels
N is very large. To solve the long TTR problem for a large number of channels N , one can
relax the uniform load constraint in (C2) to a weaker channel load constraint below:

(C2’) (Channel load constraint) The maximum probability that a user hops to a particular
channel at a particular time slot is not greater than 1/u, i.e., for all i = 1 and 2,
j = 0, 1, . . . , N − 1 and t ≥ 0,

P(Xi(t) = j) ≤ 1/u. (12)

Under the channel load constraint in (C2’), there is a lower bound on the MTTR.

Theorem 9 (Theorem 2 in [23]) For a symmetric CH scheme with channel load not greater
than 1/u, if u is an integer and 2 ≤ u ≤ N , then its MTTR cannot be smaller than u+ 1.

Intuitively, relaxing the load constraint speeds up the rendezvous process and thus reduces the
MTTR and ETTR. But Increasing the load also increases the congestion level of a control
channel. Thus, there is a tradeoff between TTR and congestion level. In [23], the Cycle-
Adjustable Channel Hopping (CACH) scheme was introduced to convert a CH sequence
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satisfying the uniform load constraint to another sequence satisfying a weaker load constraint.
The key idea of CACH is to create another layer of logical channels and have the two users
rendezvous on logical channels. By using the rotation trick to create a mapping between logical
channels and physical channels, CACH still achieves the maximum rendezvous diversity and
thus it can still be used for solving the PU long-time blocking problem. The detailed CACH
algorithm is shown in Algorithm 6, in which α(t) is the sequence of logical channels and X(t) is
the sequence of physical channels. Note that the CACH algorithm is reduced to the synchronous
modular clock algorithm with maximum rendezvous diversity in Algorithm 5 when u = N . As
CACH uses the synchronous modular clock algorithm in Algorithm 3 to construct its CH for the
first u+ 1 time slots, its MTTR is bounded above by u+ 1 and thus achieves the lower bound
in Theorem 9.

Algorithm 6 The cycle adjustable channel hopping (CACH) algorithm
Input A system with N channels and a Galois field GF (u) with the u ≤ N elements
{0, 1, 2, . . . , u− 1}, a slope r ∈ GF (u), and a bias b ∈ GF (u).
Output A CH sequence {X(t), t = 0, 1, . . . , N(u+ 1)− 1} with X(t) ∈ {0, 1, 2, . . . , N − 1}
1. For any t, let q(t) = bt/(u+ 1)c and γ(t) = (t mod (u+ 1)).
2. Let α(t) be the output of the synchronous modular clock algorithm in Algorithm 3 at time
γ(t) by using the Galois field GF (u), the slopr r and the bias b as its input.
3. (Rotation trick) Set X(t) = ((α(t) + q(t)) mod N).

In Table 7, we show an example of the CH sequences of the cycle adjustable channel hopping
(CACH) algorithm. In this example, we assume that N = 7 and there are seven channels
{0, 1, 2, 3, 4, 5, 6}. To relax the uniform load constraint, i.e., 1/7, we choose u = 5 so that the
load is not greater than 1/5. Suppose that user 1 (resp. user 2) chooses r1 = 1 and b1 = 0
(resp. r2 = 2 and b2 = 0) in the synchronous modular clock algorithm. As in Table 5, the CH
sequences can be generated from the first rows in (6) with the additional rotation trick. The
sequence length of each user is N(u + 1) = 42. These two users rendezvous on channel 0 at
t = 5, channel 1 at t = 11, channel 2 at t = 17, channel 3 at t = 23, channel 4 at t = 29,
channel 5 at t = 35, and channel 6 at t = 41.

3) Quorum systems: In this section, we introduce the Quorum-based Channel Hopping (QCH)
sequence in [15].

Definition 10 Given a finite universal set Zn = {0, 1, 2, . . . , n − 1} of n elements, a quorum
system H under Zn is a collection of non-empty subsets of Zn that satisfies the intersection
property:

S ′ ∩ S ′′ 6= φ, ∀ S ′, S ′′ ∈ H.

Each S ′ ∈ H is called a quorum.

Clearly, a finite projective plane of order N is a quorum system under ZN2+N+1, where each
of the N2 +N + 1 lines is a quorum.

Now consider a quorum system H = {h0, h1, . . . , hm−1} under Zn in a CRN with N channels,
indexed from 0, 1, 2, . . . , N − 1. Each user first randomly selects one of the m quorums from
H . Without loss of generality, suppose that h0 is selected. For the first n times slot (from
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Table 7
The CH sequences of the cycle adjustable channel hopping (CACH) algorithm with N = 7 and u = 5

t 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14
q(t) 0 0 0 0 0 0 1 1 1 1 1 1 2 2 2
γ(t) 0 1 2 3 4 5 0 1 2 3 4 5 0 1 2
X1(t) 1 1 2 3 4 0∗ 2 2 3 4 5 1∗ 3 3 4
X2(t) 2 2 4 1 3 0∗ 3 3 5 2 4 1∗ 4 4 6
t 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29
q(t) 2 2 2 3 3 3 3 3 3 4 4 4 4 4 4
γ(t) 3 4 5 0 1 2 3 4 5 0 1 2 3 4 5
X1(t) 5 6 2∗ 4 4 5 6 0 3∗ 5 5 6 0 1 4∗

X2(t) 3 5 2∗ 5 5 0 4 6 3∗ 6 6 1 5 0 4∗

t 30 31 32 33 34 35 36 37 38 39 40 41
q(t) 5 5 5 5 5 5 6 6 6 6 6 6
γ(t) 0 1 2 3 4 5 0 1 2 3 4 5
X1(t) 6 6 0 1 2 5∗ 0 0 1 2 3 6∗

X2(t) 0 0 2 6 1 5∗ 1 1 3 0 2 6∗

t = 0, 1, . . . , n− 1), this user will hop on channel 0 for the time slots in h0 and randomly select
one of the N channels for the time slots not in h0. As clocks are synchronized, the intersection
property of the quorum system ensures that any two users (who might choose different quorums)
will rendezvous within n times slots on channel 0. To achieve the maximum rendezvous diversity,
QCH partitions time into intervals with each interval consisting of n time slots. It then uses the
rotation trick for the channel selected in every interval as described in Section IV-B1

Now suppose we use a finite projective plane of order N to construct a QCH. As there are
N2 +N + 1 quorums (lines) and every point is on N + 1 lines, the probability that a user will
hop to a particular channel is at least (N + 1)/(N2 + N + 1). Thus, the load of such a QCH
(called L-QCH in [15]) is at least (N + 1)/(N2 +N + 1). Since the MTTR for such a QCH is
N2 + N + 1, its MTTR is far from the lower bound in Theorem 9. As such, in the symmetric
and synchronous setting, CACH in [23] can achieve a smaller MTTR than L-QCH [15] under
the same channel load.

In Table 8, we show an example of the Quorum-based Channel Hopping (QCH) sequences.
In this example, we consider the quorum system under Z7 from the finite projective plane of
order 2, i.e., the Fano plane. As show in (11), there are seven channels {0, 1, 2, 3, 4, 5, 6} and
the quorum system H consists of the following seven sets {h0, h1, . . . , h6}:

h0 = {0, 1, 2},
h1 = {0, 3, 4},
h2 = {0, 5, 6},
h3 = {1, 3, 5},
h4 = {1, 4, 6},
h5 = {2, 3, 6}, and
h6 = {2, 4, 5}. (13)

Suppose that user 1 selects h0 = {0, 1, 2} and user 2 selects h1 = {0, 3, 4} in this example. Then
the length of such a QCH is 49. These two users rendezvous on channel 0 at t = 0, channel 1
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Table 8
The Quorum-based Channel Hopping (QCH) sequences

t 0 1 2 3 4 5 6 7 8 9 10 11 12 13
X1(t) 0∗ 0 0 R R R R 1∗ 1 1 R R R R
X2(t) 0∗ R R 0 0 R R 1∗ R R 1 1 R R
t 14 15 16 17 18 19 20 21 22 23 24 25 26 27

X1(t) 2∗ 2 2 R R R R 3∗ 3 3 R R R R
X2(t) 2∗ R R 2 2 R R 3∗ R R 3 3 R R
t 28 29 30 31 32 33 34 35 36 37 38 39 40 41

X1(t) 4∗ 4 4 R R R R 5∗ 5 5 R R R R
X2(t) 4∗ R R 4 4 R R 5∗ R R 5 5 R R
t 42 43 44 45 46 47 48

X1(t) 6∗ 6 6 R R R R
X2(t) 6∗ R R 6 6 R R

at t = 7, channel 2 at t = 14, channel 3 at t = 21, channel 4 at t = 28, channel 5 at t = 35, and
channel 6 at t = 42. As before, a channel marked with R indicates that it is a channel selected
at random from the available channel set of a user.

V. SYMMETRIC SETTING WITHOUT TIME SYNCHRONIZATION

In both the asymmetric setting and the symmetric setting with time synchronization, the CH
sequences are optimal in the sense of minimizing MTTR and ETTR. This is because these CH
sequences have the ability to learn “perfect” information from each unsuccessful rendezvous.
For instance, the wait-for-mommy strategy in the asymmetric setting is able to eliminate one
channel among the N channels after a failed rendezvous. On the other hand, the finite projective
plane algorithm is able to eliminate N − 1 lines among the N2 lines for each channel it has
searched.

In this section, we further remove the clock synchronization assumption in the symmetric
setting. This is a new territory as learning from a failed rendezvous is much more difficult than
before.

A. DRSEQ for homogeneous available channel sets without blocked channels
For the symmetric setting without time synchronization, we introduce the sawtooth sequences

(known as DRSEQ in [74]).

Definition 11 (Sawtooth sequence [74]) A CH sequence {f(t), t ≥ 0} is called a sawtooth
sequence of order N if

f(t) =

{
t, for t = 0, 1, . . . , N − 1
2N − 1− t, for t = N,N + 1, . . . , 2N − 1

, (14)

and
f(t) = f(t mod (2N + 1)). (15)

for t > 2N + 1 and (t mod (2N + 1)) 6= 2N . On the other hand, for (t mod (2N + 1)) = 2N ,
f(t) is selected at random from the N channels.
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Table 9
A sawtooth sequence of order 4

t 0 1 2 3 4 5 6 7 8
f(t) 0 1 2 3 3 2 1 0 R

f(t+ 1) 1 2 3 3∗ 2 1 0 R 0
f(t+ 2) 2 3 3 2 1 0 R 0∗ 1
f(t+ 3) 3 3 2∗ 1 0 R 0 1 2
f(t+ 4) 3 2 1 0 R 0 1∗ 2 3
f(t+ 5) 2 1∗ 0 R 0 1 2 3 3
f(t+ 6) 1 0 R 0 1 2∗ 3 3 2
f(t+ 7) 0∗ R 0 1 2 3 3 2 1
f(t+ 8) R 0 1 2 3∗ 3 2 1 0

In view of (15), it is periodic with period 2N + 1 for the rest of time t (except the randomly
selected channels). Also, every channel i, i = 0, 1, . . . , N − 1, appears exactly twice for t =
0, 1, . . . , 2N − 1.

For example, a sawtooth sequence of order 4 is

01233210R01233210R . . . ,

where R denotes a random channel. One key property of a sawtooth sequence of order N is
that for any time shift d, there exists some 0 ≤ τ ≤ 2N − 1 such f(τ) = f(τ + d).

In Table 9, we illustrate such a property by considering the case for N = 4. Here we show all
the time shifted sequences f(t + d), d = 0, 1, 2, . . . , 8. In the first row, we show the sawtooth
sequence of order 4 (the case with d = 0). A channel marked with R indicates that it is a channel
selected at random from the four channels {0, 1, 2, 3}. Those channels marked with an ∗ in all
the subsequent rows are the channels that match their counterparts in the first row.

Theorem 12 (DRSEQ [74]) Consider a CRN with N channels. Assume that both (A2) and (A3)
hold, i.e., the two users have the same labelling of the N channels and all the N channels
are available to both users. If both users select their hopping sequences by using the sawtooth
sequence of order N , then both users rendezvous within 2N + 1 time slots for any arbitrary
clock drift d between these two users. Thus, its MTTR is 2N + 1.

In addition to the MTTR result, it was shown in [22] by a lengthy and detailed calculation
that for N ≥ 2,

E[T ] = N − 1

6
+

2N2 + 11N − 4

6N(2N + 1)2
< N,

if both users select their sawtooth sequences independently. As such, the ETTR is also better
than using the random CH sequences.
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Fig. 3. An illustration of the rendezvous process with the sawtooth sequences.

To see the intuition behind this, let us assume that the random channel is always channel 0.
Now view the N channels as a staircase of N steps, and image that both users are climbing
up/going down a staircase of N steps according to the sawtooth sequence of order N (see Fig.
3). When one user is climbing up and the other is going down, either they rendezvous on a
common step or they just miss each other. In the latter case, the user who is going down will
stay an extra time slot on channel 0. This extra time slot changes the “phase” of the user and
when it climbs up again, it will rendezvous the other user who is going down from the staircase.

A careful examination of Table 9 reveals that a user that uses the sawtooth sequence (the
sequence in the first row) will rendezvous the other user that uses the sawtooth sequence with a
specific clock drift d on a specific channel at a specific time. This implies that each unsuccessful
rendezvous (except the randomly selected channel) eliminates one possible clock drift among
the 2N possible clock drifts. In other words, the sawtooth sequence is also able to learn from
each unsuccessful rendezvous. However, it is not perfect in the sense that it has an extra time
slot for a randomly selected channel.

The sawtooth sequence [74] has the smallest MTTR among all the works in the literature when
(A2) and (A3) hold and the CH sequences satisfy the uniform load constraint in (C2). When
there is a single permanently blocked channel, it was shown in [22] that one can time-interleave
a sawtooth sequence and an inverted sawtooth sequence to guarantee rendezvous within 4N + 2
time slots.

B. Maximum rendezvous diversity for homogeneous available channel sets
1) Disjoint Relaxed Difference Set (DRDS): Recall that a periodic CH sequence is said to

achieve the maximum rendezvous diversity for a CRN with N channels if the two (asynchronous)
users rendezvous within the period of the sequence even if there are N − 1 blocked channels.
In the following definition, we state formally the mathematical properties for an Asynchronous
Channel Hopping sequence with Maximum rendezvous diversity (MACH).
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Table 10
The (2, 6)-MACH

t 0 1 2 3 4 5
c(t) 0 0 1 0 1 1

c(t+ 1) 0∗ 1 0 1 1∗ 0
c(t+ 2) 1 0∗ 1∗ 1 0 0
c(t+ 3) 0∗ 1 1∗ 0∗ 0 1∗

c(t+ 4) 1 1 0 0∗ 1∗ 0
c(t+ 5) 1 0∗ 0 1 0 1∗

Definition 13 An (N, p)-MACH sequence {c(t), t ≥ 0} satisfies the following properties:
(i) (Periodicity) c(t) = c(t+ p) for all t.
(ii) (Maximum rendezvous diversity) For any time shift 0 ≤ d ≤ p − 1 and any channel

0 ≤ i ≤ N − 1, there exists τ(i, d) such that 0 ≤ τ(i, d) ≤ p − 1 and c(τ(i, d)) =
c(τ(i, d) + d) = i.

From the maximum rendezvous diversity property in (ii), we know if there is a time shift
d between two users, then user 1 with X1(t) = c(t) and user 2 with X2(t) = c(t + d) will
rendezvous at channel i at time τ(i, d). Such a property is also known as the rotation closure
property for channel i in the literature (see e.g., [14], [50], [68]). Clearly, for an (N, p)-MACH
sequence, its MCTTR is bounded above by its period p.

In [46], the connection between the MACH and the Disjoint Relaxed Difference Set (DRDS)
was first made. Let Zp = {0, 1, 2, . . . , p− 1} be the set of nonnegative integers not larger than
p.

Definition 14 A set D = {a1, a2, . . . , am} ⊂ Zp is called a Relaxed Difference Set (RDS) if for
every (d mod p) 6= 0, there exists at least one ordered pair (ai, aj) such that ai−aj = (d mod p),
where ai, aj ∈ D.

It is easy to see that D = {1, 2, 4} is a RDS in Z7. Moreover, if D is an RDS under Zp, then
Dd = {(ai + d) mod p|ai ∈ D} is also an RDS under Zp.

Definition 15 A set S = {D0, D1, . . . , DN−1} is called a Disjoint Relaxed Difference Set
(DRDS) under Zp if (i) for all Di ∈ S, Di is an RDS under Zp, and (ii) for all Di, Dj ∈ S,
i 6= j, Di ∩Dj = φ.

In view of Definition 13 and Definition 15, there is a one-to-one mapping between an (N, p)-
MACH sequence and a DRDS under Zp with size N . To see this, one simply maps c(t) = i for
0 ≤ t ≤ p− 1 if t ∈ Di. For N = 2, S = {{0, 1, 3}, {2, 4, 5}} is a DRDS under Z6. Thus, the
corresponding (2, 6)-MACH is 001011. In Table 10, we illustrate that the maximum rendezvous
property of the (2, 6)-MACH. Those channels marked with an ∗ in all the subsequent rows are
the channels that match their counterparts in the first row.

In general, finding the maximum DRDS is hard. When N is a prime, a linear-time algorithm
was proposed in [46] to find a DRDS under Zp with size N , where p = 3N2. This then leads to
an (N, 3N2)-MACH when N is a prime. A lower bound for the period p of any (N, p)-MACH
sequence was also shown in Theorem 3 of [46].
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Table 11
The (8, 73)-MACH sequence in [50]

t 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14
X1(t) R 1 1∗ 2 1 3 2 3 1 4 3 5 2 6 3
X2(t) 4 R 1∗ 1 2 1 3 2 3 1 4 3 5 2 6
t 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29

X1(t) 5 1 7 4 2 3 5 5∗ 2 2∗ 0 6 0 3 6
X2(t) 3 5 1 7 4 2 3 5∗ 5 2∗ 2 0 6 0 3
t 30 31 32 33 34 35 36 37 38 39 40 41 42 43 44

X1(t) 5 6 1 7 7∗ 0 4 1 2 3 3∗ 4 5 6 5
X2(t) 6 5 6 1 7∗ 7 0 4 1 2 3∗ 3 4 5 6
t 45 46 47 48 49 50 51 52 53 54 55 56 57 58 59

X1(t) 7 2 5 2 0 0∗ 6 6∗ 7 0 1 3 4 6 7
X2(t) 5 7 2 5 2 0∗ 0 6∗ 6 7 0 1 3 4 6
t 60 61 62 63 64 65 66 67 68 69 70 71 72

X1(t) 5 0 6 7 1 4 7 0 7 4 0 4 4∗

X2(t) 7 5 0 6 7 1 4 7 0 7 4 0 4∗

Theorem 16 (Theorem 3 of [46]) For any (N, p)-MACH sequence, its period p has the following
lower bound:

p ≥

 N2 +N if N ≤ 2
N2 +N + 1 if N ≥ 3 and N is a prime power
N2 + 2N otherwise

.

The lower bound is not always tight. Finding the minimum period is equivalent of finding the
maximum DRDS. As it is hard to find the maximum DRDS, it is also hard to find the tight
lower bound for MACH. Via extensive computer enumeration, it was shown in [46] that the lower
bound is tight when N = 1, 2, 5, 6. For N = 8, an explicit (8, 73)-MACH sequence was shown
in [50]. If N is a prime, the CRSEQ scheme in [68] is an (N,N(3N − 1))-MACH sequence.
Other constructions of MACHs can be found in the following papers: JS [57], ASYNC-ETCH
[78], FRCH [25], SARAH [27], HH [71], T-CH [26] and S-QCH [66].

In Table 11, we show the (8, 73)-MACH sequence in [50]. In this example, there are eight
channels {0, 1, 2, 3, 4, 5, 6, 7} and the length of such a sequence is 73. The sequence of user 1
is the (8, 73)-MACH sequence in [50] and the sequence of user 2 is circularly shifted by 1 (to
emulate the clock drift of 1). These two users rendezvous on channel 0 at t = 50, channel 1
at t = 2, channel 2 at t = 24, channel 3 at t = 40, channel 4 at t = 72, channel 5 at t = 22,
channel 6 at t = 52, and channel 7 at t = 34. As before, a channel marked with R indicates
that it is a channel selected at random from the available channel set of a user.

2) Hierarchical construction of MACH sequences: For N = 1, 2, 5, 6 and 8, we know there
exist optimal MACH sequences. In this section, we show how one can use these optimal MACH
sequences to construct good MACH sequences that can have a shorter period than the best-
known MACH sequence in the literature. The idea for this is the hierarchical construction that
constructs a MACH sequence by using two smaller MACH sequences as shown in the following
theorem in [23].
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Theorem 17 (Theorem 19 of [23]) Consider two sequences: an (N1, p1)-MACH sequence
{c1(t), t ≥ 0} and an (N2, p2)-MACH sequence {c2(t), t ≥ 0}. For any time t, let q(t) be
the quotient of t divided by 2p1 − 1 and r(t) be the corresponding remainder, i.e.,

q(t) = bt/(2p1 − 1)c, (16)

and
r(t) = (t mod (2p1 − 1)). (17)

Let
c(t) = c1(r(t)) + c2(q(t)) ∗N1. (18)

Then the CH sequence {c(t), t ≥ 0} is an (N1 ∗N2, (2p1 − 1) ∗ p2)-MACH sequence.

Fig. 4. An illustration of the hierarchical construction of an MACH sequence. As the clocks of
the two users are not synchronized, the interval boundaries may not be aligned. However, the

overlap of two misaligned intervals is not smaller than p1 time slots.

To see the intuition of the hierarchical construction (see Fig. 4), one may group every 2p1− 1
slots into an interval. Then the hierarchical construction uses the (N1, p1)-MACH sequence as
the intra-interval sequence and uses the (N2, p2)-MACH sequence as the inter-interval sequence.
Clearly, the constructed (N1∗N2, (2p1−1)∗p2)-MACH is periodic with the period (2p1−1)∗p2.
Note that every channel in the {0, 1, 2, . . . , N1∗N2−1} channels can be represented uniquely by
c1 + c2×N1 for some integer c1 in {0, 1, . . . , N1−1} and some integer c2 in {0, 1, . . . , N2−1}.
As such, the property of maximum rendezvous diversity then follows from that of the (N1, p1)-
MACH sequence and that of the (N2, p2)-MACH sequence. The reason why each interval consists
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Table 12
A hierarchical construction of (4, 66)-MACH sequence by using two (2, 6)-MACH seqeunces

t 0 1 2 3 4 5 6 7 8 9 10
X1(t) 0 0∗ 1 0 1 1∗ 0 0∗ 1 0 1
X2(t) 3 0∗ 0 1 0 1∗ 1 0∗ 0 1 0
t 11 12 13 14 15 16 17 18 19 20 21

X1(t) 0 0∗ 1 0 1 1∗ 0 0∗ 1 0 1
X2(t) 1 0∗ 0 1 0 1∗ 1 0∗ 0 1 0
t 22 23 24 25 26 27 28 29 30 31 32

X1(t) 2 2∗ 3 2 3 3∗ 2 2∗ 3 2 3
X2(t) 1 2∗ 2 3 2 3∗ 3 2∗ 2 3 2
t 33 34 35 36 37 38 39 40 41 42 43

X1(t) 0 0∗ 1 0 1 1∗ 0 0∗ 1 0 1
X2(t) 3 0∗ 0 1 0 1∗ 1 0∗ 0 1 0
t 44 45 46 47 48 49 50 51 52 53 54

X1(t) 2 2∗ 3 2 3 3∗ 2 2∗ 3 2 3
X2(t) 1 2∗ 2 3 2 3∗ 3 2∗ 2 3 2
t 55 56 57 58 59 60 61 62 63 64 65

X1(t) 2 2∗ 3 2 3 3∗ 2 2∗ 3 2 3
X2(t) 3 2∗ 2 3 2 3∗ 3 2∗ 2 3 2

of 2p1 − 1 slots is to ensure that the overlap of two misaligned intervals is not smaller than p1
time slots.

As an illustrating example, one can use the (8, 73)-MACH sequence in [50] as the two MACH
sequences in Theorem 17 to construct a (64, 10585)-MACH sequence. On the other hand, one
can also use the CRSEQ scheme in [68] to construct a (67, 13400)-MACH sequence for a system
of 64 channels. For a system of 64 channels, the hierarchical construction yields a better MCTTR
than the CRSEQ scheme. In view of this, one can search for good MACH sequences with a
moderate number of channels and then use the hierarchical construction to construct a MACH
sequence for systems with a large number of channels.

In Table 12, we show the hierarchical construction of a (4, 66)-MACH sequence by using two
(2, 6)-MACH sequences. In this case, we have N1 = N2 = 2 and p1 = p2 = 6. Moreover, both
c1(t) and c2(t) are periodic with period 6 and

{c1(t), t ≥ 0} = {c2(t), t ≥ 0} = 001011001011...

The sequence of user 1, i.e., X1(t), is the constructed (4, 66)-MACH sequence, and the sequence
of user 2, i.e., X2(t), is circularly shifted by 1 (to emulate the clock drift of 1). These two users
rendezvous on channel 0 at t = 1, 7, 12, 18, 34, 40, channel 1 at t = 5, 16, 38, channel 2 at
t = 23, 29, 45, 51, 56, 62, and channel 3 at t = 27, 49, 60.

VI. OBLIVIOUS RENDEZVOUS WITH UNIQUE USER IDS

Now we consider the most challenging setting of the multichannel rendezvous problem, i.e., is
the oblivious rendezvous problem in heterogeneous CRNs, where (i) there are no distinguishable
roles of users, (ii) users’ clocks are not synchronized, (iii) users may have different available
channel sets, and (iv) there is no universal labelling of the channels. In such an environment,
nothing can be learned from a failed rendezvous attempt. Thus, in order to have a guaranteed
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rendezvous, we need additional assumptions. In this section, we assume that the intersection of
available channel sets is nonempty in (A4) and each user is assigned with an L-bit unique ID
in (A6).

A. Symmetrization mapping
One common approach for solving the oblivious rendezvous problem is to use the Chinese

Remainder Theorem for the modular clock algorithm as described in Section 3.2. In order for
the Chinese Remainder Theorem to work, the periods of the modular clock algorithm selected
by the two users have to be coprime. If we had the asymmetric role assumption in (A1), then
this is rather easy as shown in Theorem 3, where user 1 can select an odd number that is not
smaller than n1 and user 2 can select a power of 2 that is not smaller than n2.

In view of this, the key insight is that we need something to break the symmetry between
these two users. For this, we will use the unique ID assumption of each user. For instance, we
can obtain the binary representation of an ID and ask a user to play one role (resp. another role)
in a certain time slot if the bit of the ID in that time slot is 1 (resp. 0). As an ID is assumed to
be unique, there must be some time slots in which these two users play different roles (if users’
clocks are synchronized). Since users’ clocks are not synchronized, we need an extra step to
map a unique ID into a cyclically unique codeword. This is called the symmetrization mapping
in [28].

Definition 18 (Rotation) Consider an M -vector w =
(
w(0), w(1), . . . , w(M − 1)

)
. Define

Rotate(w, d) be the M -vector that is obtained from rotating the elements in w d times, i.e.,

Rotate(w, d) =
(
w(d), w(d+ 1), . . . , w((M − 1 + d) mod M)

)
.

Definition 19 (Symmetrization mapping [28]) A set of M -bit codewords {wi =
(wi(0), wi(1), . . . , wi(M−1)), i = 1, 2, . . . , K} is called an M -symmetrization class if it satisfies
the cyclically unique property, i.e., for any integer d and i 6= j,

wi 6= Rotate(wj, d).

A one-to-one mapping from the set of L-bit unique IDs to an M -symmetrization class is called
an M -symmetrization mapping.

For instance, a 4-symmetrization class consists of the following six codewords:

{0000, 1111, 0110, 0101, 1110, 0001}.

For a 48-bit MAC address, it was proposed in [14] that adding another 48 bits of 1’s and 48
bits of 0’s to the MAC address results in a 144-bit codeword. It is easy to see such a mapping
is indeed a 144-symmetrization mapping from a 48 bit ID. A mapping algorithm that requires
M = L+ d

√
Le(2 + dlog2 Le) + 3 was proposed in [28]. For M = 48, this requires L to be 107.

Now we show how symmetrization mapping can be used with the modular clock algorithm in
Algorithm 2 to construct CH sequences for oblivious rendezvous. For this, each user constructs
two sequences from the modular clock algorithm: the 0-sequence with the period p0 and the
1-sequence with the period p1. The slopes (resp. biases) of both 0/1-sequences are set to 1 (resp.
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0). The final CH sequence of a user is constructed by interleaving M 0/1-sequences according
to the binary value of its M -bit codeword. Specifically, let α0(t) (resp. α1(t)) be the 0-sequence
(resp. 1-sequence) at time t. If w(τ) = 0 (resp. 1) for 0 ≤ τ ≤ M − 1, then we set the CH
sequence X(τ+qM) = α0(q) (resp. X(τ+qM) = α1(q)) for q = 0, 1, 2, . . .. From the cyclically
unique property of a symmetrization mapping, we know that the M -bit codeword of user 1 has
at least one bit that is different from that of user 2 for any clock drift. Thus, as long as the period
of any 0-sequence is relatively prime to the period of any 1-sequence, the Chinese Remainder
Theorem guarantees the rendezvous of any two users within Mp0,maxp1,max time slots, where
p0,max (resp. p1,max) is the maximum of the periods of the 0-sequences (resp. 1-sequences). As
in Theorem 3, one simple choice is to set the period pi,0 of the 0-sequence of user i to be a
power of 2 that is not smaller than ni, i.e.,

pi,0 = 2dlog2 nie, (19)

(where dxe is the ceiling function that represents the smallest integer that is not less than x), and
the period pi,1 of the 1-sequence of user i to an odd number that is not smaller than ni. Clearly,
for such a choice, p1,0 and p2,1 are coprime, and p2,0 and p1,1 are also coprime. Moreover, for
i = 1 and 2,

ni ≤ pi,1 ≤ ni + 1, (20)
ni ≤ pi,0 < 2ni. (21)

From (20) and (21), any two users will rendezvous within 2Mnmax(nmax + 1) time slots, where
nmax = max[n1, n2] is the maximum number of available channels.

In Table 13, we show an example how symmetrization mapping can be used with the modular
clock algorithm in Algorithm 2 to construct CH sequences for oblivious rendezvous. In this
example, we assume that the available channels of user 1 are {1, 2} and the available channels
of user 2 are {2, 3}. Thus, channel 2 is the common available channel of these two users, and the
number of available channels for user 1 (resp. 2) is n1 = 2 (resp. n2 = 2). Moreover, we have
from (19) and (20) that p1,0 = p2,0 = 2 and p1,1 = p2,1 = 3. The 0-sequence (resp. 1-sequence)
of user 1 is then 121212 . . . (resp. 12R12R . . .) assuming the slope r = 1 and the bias b = 0 in
the modular clock algorithm. On the other hand, the 0-sequence (resp. 1-sequence) of user 2 is
then 232323 . . . (resp. 23R23R . . .). Now assume that M = 4 and that user 1 (resp. user 2) uses
the 4-bit codeword 0110 (resp. 0101) from the 4-symmetrization class. In this case, we have
Mp0,maxp1,max = 4 ·2 ·3 = 24. In this example, w1(t) (resp. w2(t)) is the sequence that indicates
whether the 0-sequence or 1-sequence should be used by user 1 (resp. user 2), and X1(t) (resp.
X2(t)) is the interleaved CH sequence of user 1 (res. user 2). These two users rendezvous on
channel 2 at t = 15, 18.

B. Strong symmetrization mapping
There are still two shortcomings of the above approach:
(i) The symmetrization mapping from the L-bit unique ID into another M -bit cyclic unique

codeword in the literature is not easy to implement if we would like to keep M close
to L [28].
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Table 13
The CH sequences of generated by using symmetrization mapping
t 0 1 2 3 4 5 6 7 8 9 10 11

w1(t) 0 1 1 0 0 1 1 0 0 1 1 0
X1(t) 1 1 1 1 2 2 2 2 1 R R 1
w2(t) 0 1 0 1 0 1 0 1 0 1 0 1
X2(t) 2 2 2 2 3 3 3 3 2 R 2 R
t 12 13 14 15 16 17 18 19 20 21 22 23

w1(t) 0 1 1 0 0 1 1 0 0 1 1 0
X1(t) 2 1 1 2∗ 1 2 2∗ 1 2 R R 2
w2(t) 0 1 0 1 0 1 0 1 0 1 0 1
X2(t) 3 2 3 2∗ 2 3 2∗ 3 3 R 3 R

Table 14
The 4B5B encoding table

4B data 5B code 4B data 5B code
0000 11110 1000 10010
0001 01001 1001 10011
0010 10100 1010 10110
0011 10101 1011 10111
0100 01010 1100 11010
0101 01011 1101 11011
0110 01110 1110 11100
0111 01111 1111 11101

(ii) Even though the MCTTR is bounded, the ETTR is rather poor in comparison with
the random algorithm in [69]. This is because pi,0 and pj,0 in (19) are not relatively
prime to each other and a lot of time slots are wasted when both users are using their
0-sequences.

To address these two problems, we need a stronger property than the symmetrization class in
[28].

Definition 20 (Strong symmetrization mapping) Consider a set of M -bit codewords
{wi = (wi(0), wi(1), . . . , wi(M − 1)), i = 1, 2, . . . , K}. Suppose Rotate(wi, d) =
(w̃i(0), w̃i(1), . . . , w̃i(M)), i = 1, 2, . . . , K. Then this set of codewords is called a strong M -
symmetrization class if for any integer d and i 6= j, (at least) one of the following two properties
is satisfied:

(i) There exist 0 ≤ τ1, τ2 ≤ M − 1 such that (wi(τ1), w̃j(τ1)) = (1, 0) and
(wi(τ2), w̃j(τ2)) = (0, 1).

(ii) There exist 0 ≤ τ1, τ2 ≤M−1 such that (wi(τ1), w̃j(τ1)) = (0, 0), and wi(τ2) 6= w̃j(τ2).
A one-to-one mapping from the set of L-bit unique IDs to a strong M -symmetrization class is
called a strong M -symmetrization mapping.

Clearly, a strong M -symmetrization class is an M -symmetrization class in [28]. To construct
a strong M -symmetrization mapping, the C-transform in [21], [32] was used in [24]. A much
simpler strong symmetrization mapping than the C-transform is to use the standard 4B5B coding.
The 4B5B encoding scheme is widely used in computer networks (see e.g., [65]). In such an
encoding scheme, each piece of 4 bits is uniquely mapped to a 5-bit codeword (see Table 14).
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One salient feature of the 4B5B encoding scheme is that each 5-bit codeword has at most one
leading 0 as well as at most two trailing 0’s. Thus, encoding the L-bit ID results in a dL/4e∗5-bit
codeword that does not have 4 consecutive 0’s. Now we add the 6-bit delimiter 100001 in front
of the dL/4e ∗ 5-bit codeword to construct an M = dL/4e ∗ 5 + 6 codeword. The details of the
mapping from an L-bit ID to an M -bit codeword is shown in Algorithm 7. It was shown in [24]
that Algorithm 7 is indeed a strong symmetrization mapping. The intuition behind this is that
the substring of 4 consecutive 0’s only appears in the 6-bit delimiter 100001 and thus it appears
exactly once in the M -bit codeword for any cyclic shift d. The two conditions in Definition 20
correspond to the two cases: (i) the 6-bit delimiters are not aligned and (ii) the 6-bit delimiters
are aligned.

Algorithm 7 The 4B5B strong symmetrization mapping
Input An L-bit unique ID.
Output An M -bit codeword

(
w(0), w(1), . . . , w(M − 1)

)
, where M = dL/4e ∗ 5 + 6.

1. If L is not an integer multiple of 4, append 4 − (L mod 4) 0’s to the unique ID to form a
dL/4e ∗ 4-bit ID.
2. Use the 4B5B encoding scheme to encode the dL/4e∗4-bit ID into a dL/4e∗5-bit codeword.
3. Add the 6-bit delimiter 100001 in front of the dL/4e∗5-bit codeword to form a (dL/4e∗5+6)-
bit codeword.

C. Two-prime modular clock algorithm
Now we combine the modular clock algorithm in Algorithm 2 and the strong symmetrization

mappings in Algorithm 7 to construct a CH that can provide guaranteed rendezvous under the
assumption that each user is assigned with a unique ID. Such an algorithm is called the two-
prime modular clock algorithm in [24] and its detail is shown in Algorithm 8. The idea, as
described before, is to interleave M 0/1-sequences according to the binary value of its M -bit
codeword from the strong symmetrization mapping of the L-bit ID. For user i, we select two
primes pi,0 and pi,1 such that ni ≤ pi,0 < pi,1. A 0-sequence (resp. 1-sequence) of user i is
then constructed by using the modular clock algorithm with the prime pi,0 (resp. pi,1). The slope
parameter and the bias parameter are determined by pseudorandom number generators so that
these two parameters appear to be “random.” Then the CH sequence of a user is constructed by
interleaving M 0/1-sequences according to its M -bit codeword.

We note that it is possible that p1,0 = p2,1 (or p2,0 = p1,1) and thus the previous coprime
argument for interleaving M 0/1-sequences according to the cyclically unique property for
a symmetrization mapping fails. Fortunately, the two properties for a strong symmetrization
mapping are much stronger than the cyclic unique property for a symmetrization mapping and
we can use them to prove guaranteed rendezvous in the following theorem.

Theorem 21 (Theorem 9 in [24]) Suppose the assumptions in (A4) and (A6) hold and all the two
users use Algorithm 8 to generate their CH sequences. Then user 1 and user 2 will rendezvous
on every common available channel at least once within M max[p1,0p2,1, p1,1p2,0] time slots.

Since there is a prime between [n, 2n] [37] and another prime in [2n, 3n] [12], we then have
the following corollary.
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Corollary 22 Suppose the assumptions in (A4) and (A6) hold and the two users use Algorithm
8 to generate their CH sequences. Furthermore, user i chooses pi,0 as the smallest prime not
smaller than ni and pi,1 as the smallest prime larger than pi,0, i = 1 and 2. Then user 1 and
user 2 will rendezvous on every common available channel at least once within 6Mn1n2 time
slots. In particular, for the 4B5B strong symmetrization mapping, we have M = (dL/4e ∗ 5 + 6)
for an L-bit ID.

Algorithm 8 The two-prime modular clock algorithm
Input An available channel set c = {c(0), c(1), . . . , c(n− 1)}, two primes p1 > p0 ≥ n, and an
L-bit ID.
Output A CH sequence {X(t), t = 0, 1, . . .} with X(t) ∈ c.
1. Use a strong M -symmetrization mapping (such as Algorithm 7) to construct an M -bit
codeword (w(0), w(1), . . . , w(M − 1)) from the L-bit ID.
2. Let h1(t, p), h2(t, p) and h3(t, p) be three pseudorandom number generators that return
“independent” and “uniformly distributed” integers in [0, p− 1] with the seed t.
3. For each t, compute the following variables:
4. q = bt/Mc.
5. s = (t mod M).
6. p = pw(s).
7. r = h1(s, p− 1) + 1.
8. b = h2(s, p).
9. k = ((r ∗ q + b) mod p).
10. If k ≤ n− 1, let X(t) = c(k).
11. Otherwise, let X(t) = c(h3(t, n)) .

Now we comment on the ETTR of the two-prime modular clock algorithm. Recall that h1(t, p),
h2(t, p) and h3(t, p) are three pseudorandom number generators that return “independent” and
“uniformly distributed” integers in [0, p − 1] with the seed t. If the same p is used for t =
0, 1, 2, . . . ,M − 1, then the integers k(t) in Line 9 of the two-prime modular clock algorithm
are clearly independent and uniformly distributed in [0, p−1]. Even though we use two different
primes p0 and p1, one can still argue that X(t), t = 0, 1, 2, . . . ,M − 1, are independent random
variables as they are deterministic functions of the three independent random variables, h1(s, p−
1), h2(s, p) and h3(t, n). It is also not hard to see that X(t), t = 0, 1, 2, . . . ,M − 1, are chosen
from the available channel set c = {c(0), c(1), . . . , c(n− 1)} with equal probabilities. Thus, for
t = 0, 1, 2, . . . ,M − 1, the two-prime modular clock algorithm behaves as if it were the random
algorithm. Thus, if M is large, its ETTR is close to that of the random algorithm. On the other
hand, we note that X(t) and X(t+ qM) are not independent as they both have the same s and
thus the same r and b. Such a correlated property ensures that the MCTTR is bounded as shown
in Theorem 21. In view of this, the two-prime modular clock algorithm not only has a bounded
MCTTR, but also has the ETTR close to that of the random algorithm.

In the original modular clock algorithm, there is no guarantee that two users can rendezvous
within a finite number of time slots (see e.g., Proposition 5 of [69]). The two-prime modular clock
algorithm fixes this problem and guarantees that the MCTTR for users 1 and 2 is upper bounded
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Table 15
The CH sequences of generated by using the 4B5B strong symmetrization mapping

w1 1 0 0 0 0 1 0 1 1 1 0
w2 1 0 0 0 0 1 0 1 0 1 1
t 0 1 2 3 4 5 6 7 8 9 10

X1(t) 1 1 1 1 1 1 1 1 1 1 1
X2(t) 2 2 2 2 2 2 2 2 2 2 2
t 11 12 13 14 15 16 17 18 19 20 21

X1(t) 2 2 2 2 2 2 2 2 2 2 2
X2(t) 3 3 3 3 3 3 3 3 3 3 3
t 22 23 24 25 26 27 28 29 30 31 32

X1(t) R 1 1 1 1 R 1 R R R 1
X2(t) R 2 2 2 2 R 2 R 2 R R
t 33 34 35 36 37 38 39 40 41 42 43

X1(t) 1 2 2 2 2 1 2 1 1 1 2∗

X2(t) 2 3 3 3 3 2 3 2 3 2 2∗

t 44 45 46 47 48 49 50 51 52 53 54
X1(t) 2 1 1 1 1 2 1 2 2∗ 2 1
X2(t) 3 2 2 2 2 3 2 3 2∗ 3 3
t 55 56 57 58 59 60 61 62 63 64 65

X1(t) R 2 2 2 2 R 2 R R R 2
X2(t) R 3 3 3 3 R 3 R 3 R R

by 6Mn1n2 for the 4B5B encoding, where M = (dL/4e ∗ 5 + 6). In particular, when 2L = K,
the MCTTR upper bound is O((log2K)n1n2), which is comparable to the Conversion Based
Hopping (CBH) algorithm in [49] and the Advanced Rendezvous Protocol [28]. Moreover, by
conducting extensive simulations, its ETTR is almost the same as that of the random algorithm
and is much better than other CH algorithms in the literature, including Modified Modular Clock
Algorithm [69], FRCH [25], CBH [49] and Advanced Rendezvous Protocol [28].

In Table 15, we show an example how strong symmetrization mapping can be used with the
two-prime modular clock algorithm in Algorithm 8 to construct CH sequences for oblivious
rendezvous. In this example, we also assume that the available channels of user 1 are {1, 2} and
the available channels of user 2 are {2, 3}. Thus, channel 2 is the common available channel
of these two users, and the number of available channels for user 1 (resp. 2) is n1 = 2 (resp.
n2 = 2). Moreover, we choose p1,0 = p2,0 = 2 and p1,1 = p2,1 = 3. In the two-prime modular
clock algorithm, we simply assume that the pseudorandom numbers h1(s, p− 1) = h2(s, p) = 0
so that the slope r = 1 and the bias b = 0. As such, the 0-sequence (resp. 1-sequence) of user
1 is then 121212 . . . (resp. 12R12R . . .). On the other hand, the 0-sequence (resp. 1-sequence)
of user 2 is then 232323 . . . (resp. 23R23R . . .). Now assume that user 1 (resp. user 2) has the
4-bit ID 0110 (resp. 0101). By using the 4B5B strong symmetrization mapping in Algorithm
7, the 11-bit codeword of user 1 (resp. user 2) is 10000101110 (resp. 10000101011). In this
case, we have M max[p1,0p2,1, p1,1p2,0] = 11 · 6 = 66. The sequence of user 1, i.e., X1(t), is the
interleaved CH sequence by using the 11-bit codeword 10000101110, and the sequence of user
2, i.e., X2(t), the interleaved CH sequence by using the 11-bit codeword 10000101011. These
two users rendezvous on channel 2 at t = 43, 52.
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VII. OBLIVIOUS RENDEZVOUS WITH MAPPED USER IDS

In the previous section, we need the unique ID assumption for oblivious rendezvous. In the
oblivious rendezvous problem, it is assumed that there is no universal labelling of the channels.
However, in practice, there is a universal labelling of all the channels, even though the total
number of channels might be very large. For this, we consider the multichannel rendezvous
problem in heterogeneous CRNs with only the two assumptions in (A2) and (A4), i.e., the two
users have the same labelling of the N channels and the intersection of available channel sets
is nonempty. We do not assume that each user is assigned with an L-bit unique ID in (A6).

A. Complete symmetrization mapping
Our approach for the multichannel rendezvous problem with only the two assumptions in

(A2) and (A4) is to extend the strong symmetrization mapping to the complete symmetrization
mapping defined below.

Definition 23 (Complete symmetrization mapping) Consider a set of M -bit codewords

{wi = (wi(0), wi(1), . . . , wi(M − 1)), i = 1, 2, . . . , K}.

Let

Rotate(wi, d) = (wi(d), wi(d+ 1), . . . , wi((d+M − 1) mod M))

= (w̃i(0), w̃i(1), . . . , w̃i(M)),

be the vector obtained by cyclically shifting the vector wi d times. Then this set of codewords
is called a complete M -symmetrization class if either the time shift (d mod M) 6= 0 or i 6= j,
there exist 0 ≤ τ1, τ2, τ3, τ4 ≤M − 1 such that

(i) (wi(τ1), w̃j(τ1)) = (0, 0),
(ii) (wi(τ2), w̃j(τ2)) = (1, 1),
(iii) (wi(τ3), w̃j(τ3)) = (0, 1), and
(iv) (wi(τ4), w̃j(τ4)) = (1, 0).

A one-to-one mapping from the set of integers [1, . . . , K] to a complete M -symmetrization class
is called a complete M -symmetrization mapping.

We note that if i = j and (d mod M) = 0, then wi(τ) = w̃i(τ) for all τ and thus conditions (i)
and (ii) hold trivially. As such, we know that conditions (i) and (ii) always hold for a complete
symmetrization mapping. Moreover, these four conditions in a complete symmetrization mapping
are much stronger than those in the strong symmetrization mapping. Thus, we have

complete symmetrization⇒ strong symmetrization⇒ symmetrization.

In Algorithm 7, we have shown how one can use the standard 4B5B coding to construct a strong
M -symmetrization mapping. Here we show how one can construct a complete M -symmetrization
mapping by using the Manchester coding (that replaces a bit 0 by the two bits 01 and a bit 1
by the two bits 10).



33

Algorithm 9 The Manchester complete symmetrization mapping
Input An integer 0 ≤ x ≤ 2L − 1.
Output An M -bit codeword

(
w(0), w(1), . . . , w(M − 1)

)
with M = 2 ∗ L+ 10.

1. Let
(
β1(x), β2(x), . . . , βL(x)

)
be the binary representation of x, i.e., x =

∑L
i=1 βi(x)2i−1.

2. Use the Manchester encoding scheme to encode x into a 2L-bit codeword,(
β1(x), β̄1(x), β2(x), β̄2(x), . . . , βL(x), β̄L(x)

)
, where β̄i(x) is the (binary) inverse of βi(x).

3. Add the 10-bit delimiter 0100011101 in front of the 2L-bit codeword to form a (2L+ 10)-bit
codeword.

In view of the Manchester mapping in Algorithm 9, we have

(wx(0), wx(1), . . . , wx(M − 1))

= (0, 1, 0, 0, 0, 1, 1, 1, 0, 1, β1(x), β̄1(x),

β2(x), β̄2(x), . . . , βL(x), β̄L(x)).

As such, we know that the substring of 3 consecutive 0’s only appears in the 10-bit delimiter
0100011101 and thus it appears exactly once in the M -bit codeword for any cyclic shift d.
This also holds for the substring of 3 consecutive 1’s. Using this, it is easy to show that the
Manchester mapping in Algorithm 9 is indeed a complete symmetrization mapping by examining
the following four cases: (i) the delimiters of two different codewords are aligned, (ii) the
substring of 3 consecutive 0’s in one codeword is aligned with the substring of 3 consecutive 1’s
of the other cyclically shifted codeword, (iii) the substring of 3 consecutive 1’s in one codeword
is aligned with the substring of 3 consecutive 0’s of the other cyclically shifted codeword, and
(iv) the substring of 3 consecutive 0’s in one codeword is neither aligned with the substring of 3
consecutive 0’s nor aligned with the substring of 3 consecutive 1’s in the other cyclically shifted
codeword. A detailed proof is given in [20].

B. Each user has exactly two channels
Now consider the two-user rendezvous problem with a common channel labelling of the N

channels, indexed from 0 to N − 1. Suppose that each user has exactly two available channels.
Since there is a common channel labelling of the N channels, without loss of generality we
assume that ci(0) < ci(1), i = 1 and 2. Let

(β1(z), β2(z), . . . , βdlog2 Ne(z))

be the binary representation of z ∈ [0, 1, . . . , N − 1]. Based on the available channel set, we
assign user i an integer xi with

xi = max{k ≥ 1 : βk(ci(0)) < βk(ci(1))} − 1. (22)

The integer xi + 1 is the largest bit that the binary representations of the two available channels
ci(0) and ci(1) differ. Note that 0 ≤ xi ≤ dlog2Ne − 1 and thus the binary representation of xi
requires at most dlog2(dlog2Ne)e bits.

The integer xi can be viewed as the mapped ID of user i based on its two available channels.
Also, it is possible that these two users are assigned with the same mapped ID. Such an ID
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Table 16
The CH sequences of generated by using the Manchester complete symmetrization mapping

w1 0 1 0 0 0 1 1 1 0 1 1 0
w2 0 1 0 0 0 1 1 1 0 1 0 1
w3 0 1 0 0 0 1 1 1 0 1 1 0
t 0 1 2 3 4 5 6 7 8 9 10 11

X1(t) 1 2 1 1 1 2 2 2 1 2 2 1
X2(t) 2 3 2 2 2 3 3 3 2 3 2 3
X3(t) 0 2 0 0 0 2 2 2 0 2 2 0

assignment was previously used in [29], [48]. In the following theorem, we use the Manchester
complete symmetrization mapping to improve the MTTR from 16(dlog2 log2Ne+ 1) in [48] to
2dlog2(dlog2Ne)e+ 10 when ni = 2 for all i.

Theorem 24 (Theorem 4 in [20]) Suppose that the assumption (A2) and the assumption
(A4) in (2) hold and ni = 2 for all i. User i uses the Manchester complete symmetriza-
tion mapping in Algorithm 9 with the integer xi in (22) to generate an M -bit codeword(
wxi

(0), wxi
(1), . . . , wxi

(M − 1)
)

with M = 2dlog2(dlog2Ne)e + 10. At time t, user i hops
on channel ci(0) (resp. ci(1)) if wxi

(t mod M) = 0 (resp. 1). Then both users rendezvous within
M time slots.

Since Algorithm 9 is indeed a complete symmetrization mapping, it then follows from the
assumption (A4) in (2) and the four conditions (i), (ii), (iii) and (iv) in Definition 23 for a
complete symmetrization mapping that these two users rendezvous within M time slots if x1 6=
x2. Thus, we only need to consider the case that x1 = x2.

If x1 = x2 = k − 1 for some k, then the kth bit of the binary representation of c1(0) and
that of c2(0) are 0, i.e., βk(c1(0)) = βk(c2(0)) = 0. On the other hand, the kth bit of the binary
representation of c1(1) and that of c2(1) are 1, i.e., βk(c1(1)) = βk(c2(1)) = 1. This implies
that c1(0) 6= c2(1) as their binary representations are different. Similarly, c1(1) 6= c2(0). Thus,
under the assumption (A4) in (2), we have either c1(0) = c2(0) or c1(1) = c2(1). Thus, the two
conditions (i) and (ii) in Definition 23 suffice to ensure that these two users rendezvous within
M time slots.

To further illustrate the physical meaning of the mapped ID xi in (22), let us consider a CRN
with four channels {0, 1, 2, 3}. Since N = 4, dlog2 log2Ne = 1 In this CRN, there are three
users. The available channel set of user 1 (resp. user 2 and user 3) is {1, 2} (resp. {2, 3} and
{0, 2}). In this case, we have x1 = 1, x2 = 0, and x3 = 1. It then follows from the Manchester
complete symmetrization mapping in Algorithm 9 that the 12-bit codeword for user 1 (resp. user
2 and user 3) is 010001110110 (resp. 010001110101 and 010001110110). The CH sequences of
these three users are shown in Table 16. In this example, user 1 and user 2 rendezvous on
channel 2 at t = 10. Also, user 1 and user 3 rendezvous on channel 2 at t = 1, 5, 10.

C. Each user has an arbitrary number of available channels
To extend the result in Theorem 24 to the setting where each user can have an arbitrary number

of available channels, we follow the two-prime method in [29]. Partition the time into a sequence
of intervals with each interval consisting of 2M − 1 time slots. The 2M − 1 time slots in an
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interval ensure that the overlap between an interval of a user and the corresponding interval of
another user consists of at least M time slots even when the clocks of the two users are not
synchronized. This is similar to the hierarchical construction of MACH sequences in Section
5.2.2. Within an interval, user i runs the channel hopping sequence in Theorem 24 for a pair of
two channels in its available channel set. To select the two channels in an interval, user i first
selects two primes pi,1 > pi,0 ≥ ni (as in the two-prime modular clock algorithm in Algorithm
8). For the tth interval, user i selects one channel according to the modular clock algorithm in
Algorithm 2 at time t by using the prime pi,0. It also selects the other channel by using the
same algorithm and the other prime pi,1. Replace the second channel by an arbitrary available
channel if these two selected channels are identical. As a direct consequence of Theorem 24 and
Theorem 3, we conclude that user i and user j rendezvous within (2M − 1)p1,1p2,1 time slots
under (A2) and (A4). As pi,1 ≤ 3ni, the MTTR is bounded above 18Mn1n2, where ni is the
number of available channels for user i, i = 1 and 2, and M = 2dlog2(dlog2Ne)e + 10 (with
N being the total number of channels).

VIII. CONCLUSION

In this tutorial, we have addressed the multichannel rendezvous problem with two users under
various assumptions. One of the fundamental challenges of the multichannel rendezvous problem
is to investigate how much a user can learn from a failed rendezvous attempt and how that
information can be used to speed up the rendezvous process. For instance, the wait-for-mommy
strategy in the asymmetric setting is able to eliminate one channel among the N channels after
a failed rendezvous, and it is optimal in minimizing both ETTR and MTTR among all the CH
sequences satisfying the two constraints (C1) and (C2). On the other hand, the finite projective
plane algorithm is able to eliminate N − 1 lines among the N2 lines for each channel it has
searched, and it is optimal in minimizing both ETTR and MTTR among all the CH sequences
satisfying the three constraints (C1), (C2) and (C3). The sawtooth sequence (DRSEQ) is also able
to eliminate one of the 2N clock drifts after a failed rendezvous from a non-random channel, and
thus achieves the best MTTR among all the CH sequences in the literature when all the channels
are available to both users. Moreover, its ETTR is even better than that of the random algorithm.
In the oblivious rendezvous setting, nothing can be learned from a failed rendezvous. As such,
the best a user can do is to cycle through its available channels periodically for some period p.
As long as its period is relatively prime to the period of the other user, the Chinese Remainder
Theorem guarantees the rendezvous of these two users. Both the unique ID assumption and the
method of mapped IDs are then used to construct interleaved periodic CH sequences in which
there are some coprime periods between these two users.

There are two possible extensions of the multichannel rendezvous problem: (i) multiuser
rendezvous and (ii) multiple radios.

A. Multiuser rendezvous
To motivate the study of multiuser rendezvous, it was argued in [1] that a group of users need

to rendezvous on the same channel periodically so as to update their common time-dependent
group key for secure communication. Such a time-dependent key update cannot be achieved
by a sequence of pairwise rendezvous. Other applications and generalizations, including local
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broadcast and data aggregation, were addressed in [43]. As in [47], [57], when a group of
users rendezvous on a channel, a leader is elected and both the state information and clocks are
synchronized to those of the leader. The key challenge for the multiuser rendezvous is then how
to adjust the CH sequences after a successful rendezvous of a subset of users so as to speed
up the rendezvous process. Two different extensions were considered in [24] for the oblivious
rendezvous problem with unique user IDs: (i) the stick together algorithm and (ii) the spread
out algorithm. In the stick together algorithm, all the users following a leader hop along with
the leader. On the other hand, in the spread out algorithm, a user following a leader may hop
on one of its available channels that is different from the channel selected by its leader. The
simulation results in [24] showed that the ETTR of the stick together algorithm is still almost
the same as that of the random algorithm. Moreover, the spread out algorithm is not always
better than the stick together algorithm as commonly claimed in the literature (see e.g., [41]). In
particular, when the number of common channels among a set of multiple users is very small, the
spread out algorithm that hops on one of its available channels does not improve the rendezvous
probability.

B. Multiple radios
In this tutorial, we only consider the setting where each user has only one radio. It is possible

to extend the results in this tutorial to the setting where each user has more than one radio. For
this, let us consider the oblivious rendezvous problem with mapped user IDs in Section 7. There
we assume that (A2) and (A4) hold, i.e., the two users have the same labelling of the N channels
and the intersection of available channel sets is nonempty. In addition to these two assumptions,
we also assume that user i has mi radios, where mi ≥ 1, i = 1 and 2. As such, user i can hop
on mi channels in a time slot. Denote by X1(t) (resp. X2(t)) the set of channels selected by
user 1 (resp. user 2) on its mi radios at time t. Then the time-to-rendezvous (TTR), denoted by
T , is the number of time slots needed for these two users to select a common available channel,
i.e.,

T = inf{t ≥ 0 : X1(t) ∩X2(t) 6= φ}+ 1, (23)

where we add 1 in (23) as we start from t = 0.
As now each user has more than one radio, one can convert the single radio CH sequences

for multiple radios to speed up the rendezvous process. As in [75], there are two straightforward
ways of doing this: (i) independent sequence that applies an existing CH algorithm in each radio
to generates CH sequence independently for each radio, and (ii) parallel sequence that divides
an existing CH sequence in the round robin fashion to the multiple ratios. For the independent
sequence approach, the MCTTR is still the same as that for a single radio (Theorem 2 of [75]). On
the other hand, for the parallel sequence approach, the MCTTR can be reduced to 1/m of that for
a single radio if both users have the same number of radios m (Theorem 3 of [75]). If both users
do not have the same number of radios, then the parallel sequence approach does not guarantee
rendezvous. For the setting that each user has more than two radios, the rendezvous search
is rather simple as one can simply use the two-prime modular clock algorithm as previously
proposed in [56]. But the problem arises when each user only has a single radio. Then the
Chinese Remainder Theorem needed for the two-prime modular clock algorithm may not be
applicable as they may select the same prime. To address the problem that some users in a CRN
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might only have a single radio, it was recently proposed in [20] to emulate each radio of a user
as it were two radios. Specifically, one constructs CH sequences that group several slots into
an interval and within an interval each radio selects two channels according to the two-prime
modular clock algorithm. This is similar to that discussed in Sections 7.2 and 7.3. When a user
has more than one radio, one simply divides its available channels as evenly as possible to its
radio(s). By doing so, the number of channels assigned to each radio is much smaller and thus
the primes selected by each radio are also smaller. As a result, the MCTTR can be greatly
reduced.
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