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Abstract—It is well known that output-buffered switches have mance to output-buffered switches. Recent advances in load
better performance than other switch architectures. Howeer, palanced switches (see e.g., [5]-[9]) have shed some light
output-buffered switches also suffer from the notorious salabil- on that problem. A typical load-balanced switch consists of

ity problem, and direct constructions of large output-buffered . . . .
switches are difficult. In this paper, we study the problem of two stages: the first stage is for load balancing that cosvert

constructing scalableswitches that have comparable performance incoming traffic into uniform traffic, and the second stage is
(in the sense of 100% throughput and first-in first-out (FIFO) for switching of the uniform traffic. Moreover, the connecti

delivery of packets from the same flow) to output-buffered patterns for the crosshar switches in the two stages of a load
switches. For this, we propose a new concept, calleiasi-output-  y51anced switch areleterministicand periodic It is shown

buffered switch Like an output-buffered switch, a quasi-output- that . load-bal d itch h bl f
buffered switch is a deterministic switch that achieves 100% al various load-balanced switches have comparable perio

throughput and delivers packets from the same flow in the FIFO Mmance to output-buffered switches. As such, they can aehiev
order. Using the three-stage Clos network, we show that one can 100% throughput witfO(1) computation and communication
recursively construct a larger quasi-output-buffered switch with  overheads.

a set of smaller quasi-output-buffered switches. By recuigely One of the main contributions of this paper is to identify

expanding the three-stage Clos network, we obtain a quasi- - . . .
output-buffered switch with only 2 x 2 switches. Such a switch the key ingredients in load-balanced switches that enabte u

is called apacket-pair switchin this paper as it always transmits construct large switches with comparable performancehign t
packets in pairs. By computer simulations, we show that packt- sense of 100% throughput and first-in first-out (FIFO) delive

pair switches have better delay performance than most load- of packets from the same flow) to output-buffered switches.
balanced switches with comparable construction complexjt For this, we propose a new concept, callgdasi-output-
Index Terms—Delay performance, load-balanced switches, buffered switch Like an output-buffered switch, a quasi-
output-buffered switches, packet-pair switches, quasiatput-  gutput-buffered switch is deterministicswitch thatachieves
buffered switches. 100% throughputnd delivers packets from the same flow in
the FIFO order Using the three-stage Clos network [10], we
|. INTRODUCTION show that one carecursivelyconstruct a larger quasi-output-

) ) ~ buffered switch with a set of smaller quasi-output-buftere
It is well known that output-buffered switches achieveyicches. To the best of our knowledge, such a result on

100% throughput and have the best delay performance amepgs;i-output-buffered switches seems to be the first réatt

all switch architectures. However, this is at the cost’of gjiows recursive constructionsf switches with comparable
times speedup for aiv x N output-buffered switch. The herformance (in the sense of 100% throughput and FIFO
required speedup makes it difficult to construct a large @Htp gejivery of packets from the same flow) to output-buffered
buffered switch. There are several studies in the liteeatiat  g\itches. Analogous to the construction of a Benes network
achieve exact e_mulatlon of an output-buffered switch, suﬂjl]' we recursively expand the three-stage Clos network to
as the crosspoint-buffered switch [1], the parallel-bfte ,piain a quasi-output-buffered switch with oy 2 switches.
switch [2], and the combined input/output-buffered swi8})  sych a switch is called packet-pair switchin this paper as

[4]. However, all of these switches either have non-scalah} always transmits packets in pairs. The packet-pair $wic
hardware complexity or have computation and communicatig, e several nice features: 100% throughput, FIFO deligery
overheads. o o packets from the same flow, deterministic connection padter
One of the key problems in high speed switching is whethgf 41 2 x 2 switches, self-routing of packets, and no need for
one can constructcalableswitches with comparable perfor‘computation and communication. By computer simulations,

. . _ , we also show that packet-pair switches have better delay per
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(see e.g., [13] and the references therein), the refinedloalc {Q(t),t > 0} defined in (2) below has a finite moment
does not need thimdependencassumption on the flows.  generating function for every > 0:
The paper is organized as follows. In Section Il, we intro-
duce the traffic characterization and its associated azcul Qt) = 52‘;‘;[14(” —Als) - (A+ )t —s)] @
We also define the concept of a quasi-output-buffered switch ) o
in Section II. Then we propose a three-stage constructian of With Q(0) = 0, we note thatQ(t) in (2) is in fact the
quasi-output-buffered switch in Section 11l and introdube '€Cursive expansion of the Lindley equation [14]
packet-pair switches in Section IV. Section V concludes thi Q(t) = max[0,Q(t — 1) + a(t) — (A +€)], A3)
aper.
Pap where a(t) = A(t) — A(t — 1) is the number of packets
from flow A that arrive at timet. In view of (3), Q(¢) is
simply the number of packets stored in the system at time

In this paper, we only consider the discrete-time setting ag,pap e feed flowd to a work conserving link with capacity
we make the following assumptions: (i) Time is slotted angl | . |t is known from the Loynes construction [15] that the
synchronized in every link. (ii) .Packe.ts are Qf the same Sigg,chastic proces&Q(),¢ > 0} converges in distribution to
and each packet can be transmitted within a time sIdlowis steady state random varialiléoc) if the stochastic process
commonly known as a sequence of packets that have the SaM&),+ > 1} is stationary and ergodic with a mean rate not
source-destination pair in a switch (or a network of swig)he greater tham.

In Section II-A, we first give the traffic characterizatiornr fo However, traffic characterization by the mean rate of a
the flows of packets considered in this paper, and show t_%tionary and ergodic process is not strong enough to guara
such flows possess three useful properties: the supem@osifba that the steady state random variablex) has a finite

property, the splitting property, and the departure propén v\, ment generating function. For this, we need a stronger
Section 1I-B, we review the definition of an output-bufferedyqition in [16]. Ford > 0, let

switch and show that output-buffered switches have the uni-
versal stability property under a no overbooking condifion a*(0) = limsup 1 sup logE[ee(A(t“)*A(s))] (4)
the input traffic flows. By extracting and preserving some key t—oo O [s>0

properties in output-buffered switches, we then formadfirk be the minimum envelope rate (MER) with respectttote

a quasi-output-buffered switch in Section II-C, and show i .+ (g) is also known as the effective bandwidth function
Section 11-D that the key properties of quasi-output-brete in the literature, see e.g., [13]). Fer> 0, let

switches can be preserved through a feedforward network if

the total “mean” arrival rate at every output link of every Qu(t) = max [A(t) — A(s) — (a™(0) + €)(t — 5)].
quasi-output-buffered switch in the feedforward netwoolesl o=t

not exceed its capacity. Such a result will be useful in tHerom Theorem 3.8 in [16], we know that
threg—stage construction of a quasi-output-bufferedcwin supE[eeQe(t)] < 0.

Section llI. >0

II. QUASI-OUTPUT-BUFFEREDSWITCHES

Therefore, it follows from Definition 1 that flowd is a*(0)-

A. Traffic Characterization m.b.f.a. for any? > 0. One can further choose the best traffic

In most switching papers, traffic characterizations for §owcharacterization by letting = infg~ a* () so that flowA is
in a switch (or a network of switches) are usually assumed pom.b.f.a.
follow certain traffic models, e.g., Bernoulli arrival pesses ~ We note that for many arrival processes, the valués
and Markov processes. However, these traffic models aigply the “mean” arrival rate, as illustrated in the foliog
too specific for our constructions of quasi-output-buftereexample for the Bernoulli arrival process.
switches in this paper. Instead, we will use a much more
general traffic characterization for flows of packets as 2].[1 Example 2 Consider the Bernoulli arrival process with mean
Throughout this paper, for a floud, we denoteA(t) as the arrival rate p, i.e., with probability p there is an arriving
cumulative number of packets from flow that arrive by time packet in a time slot and this is independent of everything

t for ¢t > 0. else. For such an arrival process, it is easy to see that
Definition 1 (A-moment generating function bounded from a*(0) = 7 log(pe” + (1 — p)),

above f-m.b.f.a.) flows)

(i) A stochastic processQ(t),¢ > 0} is said to have dinite and
moment generating functighthere exists a real numbér> 0 inf a*(6) = lim a*(0) = p.
such that g 0=0
—T 1 Therefore, the Bernoulli arrival process with mean arrivate
up [e77] < o0 @) ,is p-mbfa.

(ii) We say that a flowA is A-moment generating function In view of Example 2, our traffic characterization is only
bounded from abovem.b.f.a.) if the stochastic process slightly stronger than the traffic characterization by theam



arrival rate. The additional assumption on the bounded mBroof. See Appendix C for a proof. |
ment generating functions leads to the following three im- The departure property shows that if flavhas a “mean”
portant properties: the superposition property, the tepijit rate equal to), then flow B, the departure flow of flowA,

property, and the departure property. also has a “mean” rate equal Yoprovided that the system is
We first derive the superposition property for two flows ifistable” (in the sense that the total number of packets dtore
the following lemma. the system has a finite moment generating function). We note
that it is difficult to obtain the departure property in Lemina
Lemma 3 (Superposition) if one uses weaker traffic characterizations, such as staiiy

() If two stochastic processe§@(t),t > 0} and and ergodicity. On the other hand, it is possible to obtaghsu

{Q2(t),t > 0} have finite moment generating functionsa departure property by using stronger traffic charactgoizs,
then the superpositiofQ(t),t > 0} of the two stochastic such as theo, p)-deterministic traffic characterization in the
processes{Q:(t),t > 0} and {Q.(t),t > 0}, defined by network calculus [17]. However, such a deterministic tcaffi
Q(t) = Qi(t) + Qa(t) for t > 0, also has a finite moment characterization cannot be used for stochastic analysidete

generating function. in our later development.

(ii) If flow A; is \;-m.b.f.a. and flow4, is \,-m.b.f.a., then ~ As we shall see later, the superposition property, the-split

the superpositiom; + A, of the two flows4; and A,, defined ting property, and the departure property provide us with a
by (A1 + As)(t) = Ay (t) + Ax(t) for t > 0, is (A + X2)- Simple calculus for our traffic characterization in a netwof
m.b.f.a. switches.

Proof. See Appendix A for a proof. . s Output-Buffered Switches
We note that the proof of Lemma 3 is based on Cauchy- ) . . . .

Schwartz inequality, and the two stochastic procesded) A switch tha_t has\/ input links a_ndN output I|nks_|s ca_llled
and Q»(1) in Lemma 3(i) and the two flowsd; and A, an M x N switch. A (local) fl_ow in anM x N sv_wtch is a

in Lemma 3(ii) need not be independent (see the proof gfduence of packets that arrive from the same input link and
Lemma 3 in Appendix A for details). As discussed beforglestined for the same output link. As there ageinput links

if we view A, as the “mean” rate of flowd, and \, as the and N output links, there aréd/ N fI_ows in an‘MxN swn(_:h.
“mean” rate of flow A, then the aggregated flowt; + As Let flow A; ; be the flow from input linki to output link

has a “mean” rate equal t; + \o. j and letA; ;(t) be the cumulative number of packets from

In the following lemma, we show the splitting property fofl oW Ai,; that arrive by timet for 7 = 1,2,...,M andj =

a flow that is splitted into several subflows in a round-robify 2:-- -+ V- Let B;(t) be the cumulative number of packets
fashion. that depart from output link by timet for j = 1,2,..., N.

In an M x N output-buffered switch as defined below, packets
are stored at the output links and we @f(¢) be the number

Lemma 4 (Round-robin splitting) Suppose that a flowl of packets stored in the buffer at output ligkat time ¢ for

is splitted intop subflowsA;, As,..., A, in a round-robin
[ j=1,2,...,N.
fashion such that
Ap(t) = A)—m+1 m=1,2 ) Definition 6 (Output-buffered switchesAn M x N switch
S p TS is called anM x N output-buffered switchf it satisfies the
If flow A is A\-m.b.f.a., then subflowt,, is A/p-m.bf.a. for CloWing two p(r)"pe”'es when it is started from an empty
m=1,2,...,p. system at time O.

(i) Packets destined for the same output link depart in the
Proof. See Appendix B for a proof. [ FIFO order.
The intuition of Lemma 4 is quite obvious. If we viewas (i) Forj =1,2,..., N, Q;(t) is given by
the “mean” rate of flowA, then subflowA4,,, has a “mean” rate

M
equal to)/p as it is obtained from flowA via the round-robin Q;(t) = max [0,Q;(t — 1) + Zaij(t) —1], (6)
splitting. =
Finally, we give the departure property in the following

wherea; ;(t) = A; ;(t) — Ai j(t — 1) is the number of

lemma. packets from flowd; ; that arrive at timet.

Lemma 5 (Departure) Suppose that a flowd is fed into a  We note that the Lindley equation in (6) says that all of the
system (possibly along with other flows) that is initiallypgyn packets that arrive at timefrom flows A j, A j, ..., Aum

at time 0. Let flowB be the departure flow of flowt, namely, are sent to the buffer at output link at the same time. If
B(t) is the cumulative number of packets from flewthat there are packets in the buffer at output liplat timet, then
depart from the system by time Also, letQ(t) be the total one packet will depart from output link at time ¢. We note
number of packets (including packets from flawand other that there might be packets arriving from all of thé flows
flows) stored in the system at timelf flow A is A-m.b.f.a. A;;, As;,..., Ay, at the same time in the worst case, and
and {Q(t),t > 0} has a finite moment generating functionin that case the buffer at output linkis required to have the
then flowB is also \-m.b.f.a. capability of receivingMl packets at the same time. As such,



each output buffer needs to speed up (at ledstjimes and C. Definition of Quasi-Output-Buffered Switches

that causes the notorious scalability problem for an odtput aq discussed before, output-buffered switches do not scale
buffered switch. . . o _due to the needed speedup. As a result, it is difficult to
By recursively expanding the Lindley equation in (6) Withyonsiryct a large output-buffered switdirectly. A natural
Q;(0) = 0 yields question is then whether one can construct a larger switch
M ] using a set of smaller switches. We will show in this papet tha
. (7

(1) =
Q;(t) Joax,

Z(AW' (t) — Aij(s) — (t—s) this is possible by extracting and preserving some key prop-
i=1 erties in output-buffered switches. The switches thatsBati
for j = 1.2.....N. SinceQ.:(t) = M. A, (t) — B:(4), it these key properties are called quasi-output-bufferetthes

S s @3(8) = 2imy Aug () = B5 (1) as defined in Definition 9 below, namely, they behave like
output-buffered switches but they are not exactly the sasne a

M -
Z Aii(s)+ (t— S)] 7 ®) output-buffered switches.
i=1

for j =1.2,....N. Note that from (8) and the FIFO propertyDef|n|t|on 9 (Quasi-output-buffered switchespn M x N

. Jswitch is called anM x N quasi-output-buffered switckf
Of. an o_utput-buffered_ switch, the departure of a paCkemt' it satisfies the following three properties when it is stdrte
t is uniquely determined by all of the packets that arrive bf¥om an empty system at time 0
time t. Therefore, if the arrival times of all of the packets are A ] ) )
delayed bye time slots, then the departure times of all of the (P1) Deterministic mapping: The departure time of every
packets are also delayed bytime slots. packet is a deterministic function of the arrival times

To ensure the stability of an output-buffered switch, wechee of all of the packets. This implies that if the arrival
the following no overbooking condition. times of all of the packets are delayeddyme slots,
then a quasi-output-buffered switch can be operated

then follows that

B;(t) = jin,

Definition 7 (No overbooking condition)The input traffic in such a way (by shifting the starting time of the
of an M x N switch is said to satisfy theo overbooking switch) that the departure times of all of the packets
conditionif flow 4; ; is \; ;-m.b.f.a. fori = 1,2,..., M and are also delayed by time slots. _
j=1,2,...,N, and (P2) FIFO delivery: Packets of the same flow depart in
My the FIFO order.
. (P3) Universal stability: Let@Q(¢t) be the total number
Z;)‘i*j <l forj=1,2....N ©) of packets stored in the switch at tinte If the
= input traffic of the switch satisfies the no overbooking
Intuitively, the no overbopking conditio.n in (9) says thiaet condition in Definition 7, theqQ(t),t > 0} has a
total “mean” rate to a particular output link cannot exceed 1 finite moment generating function.

Under the no overbooking condition, we show in Lemma 8

below that an output-buffered switch is stable in the senseFrom the discussions in Section II-B and Lemma 8, it
that the total number of packets stored in the switch hasisa clear that an output-buffered switch is a quasi-output-
finite moment generating function. Such a stability properbuffered switch. It follows that the switches that achieve
in Lemma 8 is called theniversal stability property exact emulation of output-buffered switches (see e.g+ [1]

[4]) are quasi-output-buffered switches. Various versiaf

Lemma 8 (Universal stability) Suppose that anM/ x N load-balanced Birkhoff-von Neumann switches, includihg t
output-buffered switch is started from an empty systenmat ti Uniform Frame Spreading (UFS) in [6], the Padded Frame
0, and its input traffic satisfies the no overbooking conditio(PF) in [8], and the Contention and Reservation (CR) switch i

in Definition 7. Then we have [9], preserve the FIFO delivery of packets from the same flow
(i) {Q,(t),t > 0} has a finite moment generating functiorand are shown to have a constant bound when compared to the
forj=1,2,...,N. total number of packets in the corresponding output-batfer

(i) Let Q(t) = Z;V:l Q;(t) be the total number of packetsswitch. Thus, they are also quasi-output-buffered switche
stored in the switch at time Then{Q(t¢),¢ > 0} has a finite  However, it is not clear whether an input-buffered switchhwi
moment generating function. maximum weight matching (MWM) [18] is a quasi-output-
buffered switch as the universal stability property in (8)
Definition 9 has not been proved in the literature yet. We also
note that switches that use randomized algorithms (see e.g.
[19]) are not quasi-output-buffered switches as they fail t
satisfy the deterministic mapping property.

Proof. (i) As flow A4; ; is A; j-m.b.f.a.fori =1,2,..., M and
j=1,2,... N, it follows from the sul}")erposition property in
Lemma 3(ii) that the aggregated roEiil A; ; to output link
jis Zi]\il Aij-m.b.fa. forj=1,2,...,N.

Sincezij\i1 Aij < 1forj=1,2,...,N, it then follows
from (7) and Definition 1(ii) tha{Q;(¢),¢ > 0} has a finite _ ]
moment generatin%function fgr=1,2,..., N. D. Feedforward Networks of Quasi-Output-Buffered Swiche

(i) As Q(t) = >, Q;(t), itis clear fromLemma 8(i) and  In this section, we show that the key properties of quasi-
the superposition property in Lemma 3(i) th@®(¢),¢t > 0} output-buffered switches can be preserved through a feed-
has a finite moment generating function. m forward network. To illustrate this, consider a feedforavar



network interconnected b¥ switches that are indexed fromtimes, we can show that (i) and (ii) hold for thé switches

1 to K. Suppose that th&™ switch in the feedforward in the feedforward network.

network hasI; output links that are indexed from 1 th, As Q(t) = S5, QM (1), it is clear from Theorem 10(i)
for k=1,2,..., K. Also suppose that there aféend-to-end and the superposition property in Lemma 3(i) théx(¢),t >
flows that are indexed from 1 t& in the feedforward network. 0} has a finite moment generating function. [ ]

As the network is feedforward, we assume without loss of As shown in Theorem 10, the key condition in (10) is to
generality that every end-to-end flow traverses through theake sure that the total “mean” arrival rate at every output
network in the increasing order of the indices of the swigchelink of every quasi-output-buffered switch does not excited
For f=1,2,....F,j=1,2,...,I;,andk = 1,2,..., K, capacity. This will be done by load balancing in the thressgst
let D{*) be the routing variable for th¢" end-to-end flow at construction of a quasi-output-buffered switch in Sectién
output link j of the k™ switch, i.e., D) = 1 if the " end-
to-end flow traverses through output ligkof the k" switch
and D;’? = 0 otherwise.

1. A THREE-STAGE CONSTRUCTION OF A
QUASI-OUTPUT-BUFFERED SWITCH

A. Operation Rules for the Three-Stage Construction

Theorem 10 Suppose that thg< switches in the feedfor-
ward network are quasi-output-buffered switches and they>N=

are started from an empty system at time 0. Assume that»N= qxq
the f end-to-end flow is\;-m.b.f.a. when it arrives at the :
feedforward network forf = 1,2,..., F, and assume that —>N= :
the total “mean” arrival rate at every output link of every q b q
quasi-output-buffered switch does not exceed its capaaety input-buffered quasi-output-buffered input-buffered
switches switches switches
F : : :
. : :
ZD},J)-)\f <1, (10) —nNZH = L,
f=1 —»N— — — — — : >
e o andh 1o K NS pxp [T ] axq | "=J pxp
orj=1,2,.... andk=1,2,... K. . . : : : :
; . N= - =
(i) Let Q(¥)(t) be the total number of packets stored in the . = e
h awi ; _
K SWItf:h_ attimel for k =1, 27_ o K Then{Q(k) (t)v t= O} Fig. 1. A three-stage construction of &hx N quasi-output-buffered switch,
has a finite moment generating function foe=1,2,..., K. whereN =p x q.
(i) The fM end-to-end flow is\;-m.b.f.a. at every link
traversed by the flow fof =1,2,..., F. In this section, we show how one can construct a larger

(i) Let Q(t) = Zszl Q(k)(t) be the total number of quasi-output-buffered switch by using a set of smaller guas
packets stored in the feedforward network at timeThen output-buffered switches. In Figure 1, we show a threeestag
{Q(t),t > 0} has a finite moment generating function. construction of anV x N quasi-output-buffered switch, where

N = p x q. In the first stage, there arep x p input-buffered
Proof. Consider the first quasi-output-buffered switch. Notgwitches. Each input buffer at an input link of a switch in the
that there is only external traffic to the first switch. Agjrst stage hasv virtual output queues (VOQ). In the second
2?21 D%;/\f < 1 forj = 1,2,..., 11, the input traffic stage, there arg ¢ x ¢ quasi-output-buffered switches. Finally,
of the first switch satisfies the no overbooking conditionp the third stage, there are algp x p input-buffered switches.
and it follows from the universal stability property in (P3)Each input buffer at an input link of a switch in the third stag
of Definition 9 that{Q™)(t),t > 0} has a finite. moment hasp VOQs. As in a standard Clos network [10], the switches
generating function. Assume that thé" end-to-end flow in the first stage and those in the second stage are connected
traverses the first switch. Since tfi# end-to-end flow iS\f- by the perfect shuffle exchange, i.e., far=1,2,...,p and
m.b.f.a. when it arrives at the first switch and we just showed= 1,2, ..., ¢, output linkm of the /" switch in the first stage
that{Q)(t),t > 0} has a finite moment generating functionis connected to input link of the m! switch in the second
it then follows from the departure property in Lemma 5 thajtage. Similarly, the switches in the second stage and those
the f™ end-to-end flow is also\;-m.b.f.a. when it departs in the third stage are also connected by the perfect shuffle
from the first switch. Therefore, (i) and (ii) hold for the firs exchange, i.e., form =1,2,...,pand/¢ =1,2,...,q, output
switch. link ¢ of the m™ switch in the second stage is connected to

Now we consider the second quasi-output-buffered switdput link m of the /" switch in the third stage.

The input traffic of the second switch is either external onfr  The main idea of the three-stage construction is to accumu-
the output links of the first switch. Ai?zl Df})v < 1 late packets in the first stage to form a framepopackets.

for j = 1,2,..., I, the input traffic of the second switchThen use the uniform frame spreading (UFS) scheme in [6] to
satisfies the no overbooking condition, and hence we can shdistribute the packets in a franewenlyto thep quasi-output-
that (i) and (i) hold for the second switch by using the samsuffered switches in the second stage. Finally, packets in a
argument for the first switch. It should be clear that by usinigame are “re-assembled” in the third stage.

Zle D;];)-)\f <lforj=1,2,....,1y andk =1,2,..., K, To do this, the connection patterns of the p switches in

and repeating the same argument for the first switchHor the first stage and the third stage are specified bypthep



symmetric TDM switch in [20]. Recall thatax p symmetric easy to see that there isumiquerouting path from an input
TDM switch implements the following periodic connectiorink of a switch in the second stage to an (external) output
patterns: input linki of thep x p switch is connected to outputlink, it then follows from the deterministic mapping proper
link 7 of thep x p switch at timet if and only if in (P1) of Definition 9 that the departure process from the firs
switch in the second stage and that from th® switch in the
second stage are alstentical with respect to the new clock
In other words, for any positive integef, input link ¢ is for m =2,3,...,p. As such, if there is a packet destined for
connected to output link 1 at timé+ (f — 1)p, to output (external) output linkj, wherel < j < N, that arrives at
link 2 at timei+ (f —1)p+1,..., and to output linky at time the first input of the[%}‘h switch in the third stage at time

i+ fp—1. Also, it is clear from (11) that every connectionnote that thef 21" switch in the third stage contains (external)

pattern in a symmetric TDM switch ®ymmetriqas input link  output link ), then there is also a packet destined for output

i Is connected to output link if and only if input link j is link ; that arrives at input linkn of the [2]" switch in the

connected to output ling). As such, output link is connected third stage at time +m — 1 for m = 2,3,...,p.

to input link 1 at timei + (f — 1)p, to input link 2 at time  (R3) Inverse uniform frame spreading for the symmetric

i+ (f—1p+1,..., and to input linkp at timei + fp —1.  TDM switches in the third stage: There arep VOQs at
Now we specify the operation rules in these three stagesvery input link of everyp x p symmetric TDM switch in the

(R1) Uniform frame spreading (UFS) for the symmetric  thjrd stage. When a packet destined for (external) outpit li
TDM switches in the first stage: There areV VOQs atevery ; wherel < j < N, arrives at an input link of thé <]t
- - P

input link of everyp x p symmetric TDM switch in the first switch in the third stage, it is placed in tiig— ([Z] — 1)p)™"

stage. When a packet_ destined f_or (ex‘FernaI) output ﬁnk VOQ at that input link. The switches in the third stage are
Wher_el S J S_ N arrves _at a_n input link of a SW't(?h n operated in a frame-based manner as that for the switches in
the first stage, it is placed in thé" VOQ at that input link. e et stage. Every frame consistgafonsecutive time slots.
The switches in the first stage are operated in a frame-baged eyer, the beginning time slots of frames are different fo

manner as in the UFS scheme in [6]. Every frame consists e rentoutputs Specifically, thef™ frame of output linki of
p consecutive time slots. However, the beginning time sléts g ¢, +ch in the third stage begins at ti8 time when output

frames are diff_erent for dif_‘fere_hnputs_ Specifically, _thefth link 7 of that switch is connected to tHigst input link of that
frame of input linki of a switch in the first stage begins at the,i««h ie. when output link of that switch is connected

th - . . . . .
S time when input linki of that switch is connected to they, yhe first quasi-output-buffered switch in the second atag
f|rs_t output link of that swnch_, ie., wh.en input link of that. As such, we have from the connection patterns of a p
switch is connected to the first quasi-output-buffered cwit symmetric TDM switch in (11) that thg¢™ frame of output

in the second stage. As su_ch, we ha\_/e frF’m the connectipfy ; of a switch in the third stage consists of time slots
patterns of g x p symmetric TDM switch in (11) that the ; | (f = Dpyi+ (f—1)p+1,....i+ fp— 1. Consider a

f1" frame of input linki of a switch in the first stage consistSyyitch in the third stage and consider a frame of an output
of time slotsi + (f ~ Lp,i + (f = 1)p+1,....0+ fp =1 ik of the switch, say thef™ frame of output linki of the
fori=1,2,....p. If there are at leasp packets in a VOQ qitch. From the time shifted operations in the operatida ru
at an input link of a switch in the first stage, then we CakIRZ) we know that if the™ VOQ of the first input link of
that VOQ afull-framed VOQ Consider a switch in the first the éwitch is not empty at timé + (f — 1)p, then thei®

stage and consider a frame of an input link, say input fink VOQ of input link m of the switch is also not empty at time
of the switch. If input linki of the switch has at least one fuII—Z- Y (f—1Dp+m—1form=23,...,p, and every input

framed VOQ at the beginning of the frame, then the switqfy of the switch sends the head-of-line packet fromifts
selects one full-framed VOQ from input linkand sends the VOQ to output linki of the switch during the frame. On the

first p packets from the selected full-framed VOQ during thg, o, hand, if the™" VOQ of the first input link of the switch
frame so that thosp packets are distributed evenly to the ¢ empty at timei + (f — 1)p, then theih VOQ of input link
quasi-output-buffered switches in the second stage. @tser . ¢ the switch is also em;')ty at time+ (f — 1)p+m — 1

the switch does nothing during the frame. _ for m = 2,3,...,p, and the switch does nothing during the
(R2) Time shifted operations for the quasi-output- rame

puﬁered swm_:hes in the second stageF:rom.the UFS. scheme In the following theorem, we show the main result of this
in the operation rule (R1), we know that if there is a pack taper

destined for (external) output link, wherel < j < N, that '

arrives at input linki of the first switch in the second stage o
at timet, then there is also a packet destined for output linkh€orem 11 Suppose that the three-stage construction in
j that arrives at input link of the m™ switch in the second Figure 1 is started from an empty system at time 0, and
stage at time +m — 1 for m = 2,3,...,p. In other words, its input traffic satisfies the no overbooking condition in
the arrival process to the: switch in the second stage isPefinition 7 (with A7 = N), i.e., flow A;; is A;;-m.b.f.a.
simply a time shifted version of that to the first switch ifor ¢ =1,2,...,Nandj =1,2,..., N, and

the second stage fon = 2,3, ..., p. Therefore, they can be N

made to badenticalif we run the clock in then™ switch by Z Aij <1, forj=1,2,... N. (12)
the new timet’ =t —m +1 form = 2,3,...,p. As it is Pt

(t+7) modp = (t + 1) mod p. (12)



Then under the operation rules (R1)—(R3), the three-stageheme in (R1), the packets from roB/ i are distributed
construction in Figure 1 can be operated as &nx N quasi- in a round-robin fashion to the switches in the second stage.

output-buffered switch. Thus, we have
We note there are several early works in the literature (see (2) Bl-(_rlj) (t)—m+1
0., [21], [22]) that also used the three-stage Clos nétwor i,5,m m(t) = P :

to construct a larger switch. To the best of our knowledge, it

seems that Theorem 11 on quasi-output-buffered switchesais flow B(l) is \; ;-m.b.f.a., it then follows from the splitting
the first result that allowsecursive constructionsf svgnches property in Lemma 4 that flowt _is \i;/p-m.bia.

with comparable performance (in the sense of 100% through, ;" — 1,2, g 0= 1,2, ...,q, andm = 1,2,....p,

put and FIFO delivery of packets from the same flow) Rt flow B( ) be the local flow of packets that traverse from

output-buffered switches. |Hput link k of the m™ switch in the second stage to output

Clearly, as the switches in the first stage and the thi 2)
stage are symmetric TDM switches, they are deterministic. nk ¢ of that switch. Clearly, ﬂOWB’C t.m 1S the aggregated

the quasi-output-buffered switches in the second stagsfsatflow of the set of ﬂOWSA'Ejm’ i=(k-1p+1(k-
the deterministic mapping property in (P1) of Definition 91)P + 2, & kpoj o= (—=1p+1,((—-1)p+2,... 0p

the three-stage construction in Figure 1 also satisfies th& flow Az J)m is A;j/p-m.b.f.a., we have from the super-
deterministic mapping property. Furthermore, as the guapiosition property in Lemma 3(ii) that the local roBHm
output-buffered switches in the second stage satisfy tROFI jg (Zl T— Z \i;/p)-m.bf.a. From (12), we
delivery property in (P2) of Definition 9, it then follows @ pye '
the UFS scheme in (R1) and the inverse UFS scheme in (R3) . . o
that packets of the same flow depart in the FIFO order in the Z Z Z Aij
three-stage construction. Thus, the three-stage cotistnua P
Figure 1 also satisfies the FIFO delivery property. It rersain N o
to show the three-stage construction in Figure 1 satisfies th - Z Z Aij 1 Z Z)‘
universal stability property in (P3) of Definition 9. This i o p P, b
be done in the following section. =(E=Dpt1 =l

(e—1)p+1

k=1i=(k—1)p+1 j=(t—1)p+1

i=1 j=(t~1)p+1

Ip
1
_ N <= ) 1=,
B. Proof of the Universal Stability Property p i=(—Dpt1

In this section, we show the universal stability property fg
the three-stage construction in Section IlI-A.

Note that the switches in the first stage are operated under
the UFS scheme. Using the arguments in [6] and [9], we s shd,
in the following proposition that the number of packets stor
in an input buffer of a switch in the first stage in Figure 1 i
bounded above by a finite constant.

for ¢ = 1,2,....,q and m = 1,2,...,p. As such, the
overbooking condition for then quasi- output-buffered
witch in the second stage is satisfied for= ..,p. We

en have the following proposition on the un|versal stgbil
groperty for the switches in the second stage.

Proposition 13 (i) LetQ ( ) be the total number of packets

h
Proposition 12 The total number of packets stored in an inputtored in them™ quasi-output-buffered svggtch in the second
buffer of a switch in the first stage in Figure 1 is boundedtage at time form =1,2,....p. Then{Qu'(¢),t > 0} has

above byN(p — 1) + p. a finite moment generating functlon for=1,2,...
_ (i) Let Q@ (1) = 22 _ QP (t) be the total number of
Proof. See Appendix D for a proof. B packets stored in the second stage at timEhen{ Q) (¢), ¢ >

It is clear from Proposition 12 that the universal stability} also has a finite moment generating function.
property is satisfied for the switches in the first stage. Nav w
show the universal stability property for the switches ie thProof. (i) As the no overbooking condition for the™ quasi-
second stage. As the switches in the second stage are quaigiput-buffered switch in the second stage is satisfiedfer
output-buffered switches, the key step is then to verifgtha 1,2,...,p, it follows from the universal stability property in
no overbooking condition is satisfied for every quasi-otitpu(P3) of Definition 9 thaf Q' (t),¢ > 0} has a finite moment
buffered switch in the second stage. generating function forn =1,2,...,p.

Fori = 1,2,...,N andj = 1,2,...,N, let flow B) (i) As Q®(t) = ¥7 _, @4), itis clear from Proposi-
be the departure flow of flowd; ; from the first stage. As tion 13(i) and the superposition property in Lemma 3(i) that
flow A;; is A; j-m.b.f.a., it then follows from the departure{@®(t),t > 0} has a finite moment generating functiorm

property in Lemma 5 and Proposition 12 that fI;B/S/l7 isalso Now we show the universal stability property for the
Aij-m.b.f.a. - switches in the third stage. For = 1,2,...,N, j =
Forz_12.. ,N,j=1,2,...,N,andm =1,2,...,p, 1,2,... Nandm_12...,p,letA3) (t) be the cumula-

let AEQJ _(t) be the cumulative number of packets from flowive number of packets from flowd, ; that arrive at input link

A; ; that arrive at then™ switch in the second stage by time 7 Of the tptth switch in the third stage by time (note that
As the switches in the first stage are operated under the U8 [< 1”‘ switch in the third stage contains (external) output



link 7). Since rowAl(.i.{m is simply the departure flow of flow and¢ = 1 in the three-stage construction in Figure 1. Since
A® and flow A is \;;/p-m.bf.a., we have from the @1 x 1 switch can be simply replaced by a single link, the

déf)grture propertlﬁlj’m Lemma 5 and Proposition 13(ii) thiiree-stage construction for this is equivalent to the {stege)
flow A® s also \; j/p-m.b.f.a. Forj = 1,2 N and load-balanced Birkhoff-von Neumann switch with the UFS
- i b.f.a. 2.,

_ (3) scheme. For such a switch, the frame size is 2 and packets are
m=12,...,p letflow 4;;, be the aggregated flow of thetransmitted in pairs under the UFS scheme. Now we define

(3) o ) h .
set of flowsA; 7, 7 =1,2,...,N. Then we have from the n,cket-pair switches recursively as follows.
sup)erposmon property in Lemma 3(ii) that the aggregataa fl
3) . N
Ajm 18 (2521 Aig/p)-mbfa. Definition 15 (Packet-pair switches)

Forj=1,2,...,Nandm =1,2,...,p, let Qf%(ﬂ bethe (i) A 2 x 2 packet-pair switch is th@ x 2 load-balanced
total number of packets destined for (external) outpuhat Birkhoff-von Neumann switch with the UFS scheme.
are stored in then™ input buffer of the[2]™ switch in the (i) An N x N packet-pair switch is constructed by the three-
third stage at time, and Ietcj(.?n)l(t) be the cumulative number stage construction in Figure 1 with = 2 andq = N/2, i.e.,
of time slots that input linkm of that switch is connected to there areN/2 2 x 2 input-buffered switches in the first stage,
(external) outpugj by timet. As the connection pattern of thetwo 4 x & packet-pair switches in the second stage, a2
switches in the third stage is periodic with peripdwe have 2 x 2 input-buffered switches in the third stage.

(1) = D (5) > V - SJ St=s By recursively expanding th& x N packet-pair switch, we
s R I 7 p have a multistage network @flog, N stages with each stage
Moreover, we have from the Lindley equation (Withconsisting of N/2 2 x 2 switches. In Figure 2, we show an
Q(S) (0) = 0) that 8 x 8 packet-pair switch.
J.m
Qiom(®) = max(0, QP (t = 1) + AT () = AT (E 1) L
—(@ - O -1 e 60
= max [A7) (1) = A7 (s) = (CPL(0) = O] g Loy
< X = (6.1) .
< max [AY) (1) - A (s) - =(t — )| + 1.
0<s<t ' ’ P -

i (3) g N ~3 62"
Since the aggregated flow’) is 3=, A;;/p-m.bfa. and _g= (62,
we have from the no overbooking condition in (12) that N
vaz% Aij/p < 1/p, it then follows from Definition 1 that =N = >
{Qf’m(t),t > 0} has a finite moment generating function—~8=} "} I

Using the superposition property in Lemma 3(i), we then have
the following proposition on the universal stability profyefor  Fig. 2. An8 x 8 packet-pair switch.
the switches in the third stage.
The operations of a packet-pair switch can also be specified

Proposition 14 Let Q@ (¢) = Y2V, 527 Q) () be the in details by recursively expanding the operations in (RiJ a
total number of packets in the third stage at timeThen (R3). In rules (R4) and (R5) below, we describe the detailed
{QW¥)(t),t > 0} has a finite moment generating function.  operations of arlV x N packet-pair switch withV = 2". Note

. __ that for ease of presentation of rules (R4) and (R5), we index

Finally, let Q(¢) be the total number of packets insidgne (external) input links and (external) output links fréno

the three-stage construction at timeFrom Proposition 12, on _ (instead of from 1 t@"). Also, the N/2 switches at
Proposition 13, Proposition 14, and the superposition@myp each stage are indexed from 026! — 1 (instead of from 1
in Lemma 3(j), we then conclude tha€(¢),¢ > 0} also has g on—1y,
a finite moment generating function. Therefore, the unalers (r4) Uniform frame spreading (UFS) for the first n
stability property in (P3) of Definition 9 is satisfied for thestages: For &k = 1,2,...,n, there are2"—*+! VOQs, in-

three-stage construction in Figure 1. dexed from 0 to2"~*+1 — 1, at every input link of every
2 x 2 switch in the k" stage. Fork = 1,2,...,n and

IV. PACKET-PAIR SWITCHES m = 0,1,...,2"=* — 1, the connection patterns of the™

A. Packet-Pair Switches Via Recursive Expansions of tBe< 2 switch in thek™ stage are periodic with period 2. It is

Three-Stage Construction set to the “bar” state when

In this section, we assume that is a power of 2. In this k' m mod2n—t+1
case, we can recursively construct Ahx N quasi-output- t+ Z {TJ
buffered switch by the three-stage construction in Figure 1 =2

(as in the construction of a Benes network [11]). To do thiss an odd number and to the “cross” state otherwise. Suppose
we first note that forN = 2 we can simply choose = 2 that a packet destined for (external) output linkrrives at an



input link of a switch in thek" stage, wher® < j < 2™ —1 inputlink of the N x N’ packet-pair switch. This is independent
andl <k < n. Letb,b,—1 ...b1 be the binary representationof everything else. With probability; ;, an arriving packet at
for j, i.e.,j = >_;_, be2°~1. Then the packet is routed to theinput link i is destined for output link fori = 1,2,..., N and
4 VOQ of that input link, wherej, = Z:‘l’”l beyr—12¢71. j=1,2,...,N. This is also independent of everything else.
Fork = 1,2,...,n, a VOQ at an input link of a switch in For such a model, flow4; ; (the sequence of packets from
the k™" stage is called a full-framed VOQ if there are at leasnput link 7 to output link j) is a Bernoulli arrival process
two packets in that VOQ. When an input link of a switch igvith meanpr; ; for i = 1,2,...,N andj = 1,2,...,N.
connected to output link O of that switch at timef there are From Example 2, we know that flow; ; is A; j-m.b.f.a.,
full-framed VOQs at that input link, then the switch selectwhere); ; = pr; 4, fori=1,2,... ., N andj =1,2,...,N.
a full-framed VOQ from that input link and sends the firsTo ensure the universal stability, we assume the followiag n
two packets (packet-pair) from the selected full-framedQ/Ooverbooking condition:
at timet and¢+ 1. Otherwise, the switch does nothing at time N
t andt + 1. D iy <1 forj=1,2,...,N, (13)
(R5) Self-routing for the last n stages:For k = n + im1
1,n+2,...,2n, there are two VOQs, indexed by 0 and 1,
every input link of every2 x 2 switch in thek™ stage. For
k=n+1n+2....,2nandm = 0,1,...,2""1 — 1, the 1 _
connection patterns of the" 2 x 2 switch in thek™ stage > iy < P forj=1.2,...,
are the same as those of thé" switch in the(2n + 1 — k)1 =t

stage. Suppose that a packet destined for (external) diirgut As the N x N packet-pair switch is a quasi-output-buffered
j arrives at an input link of a switch in the" stage, where switch, the next theorem then follows from the no overbogkin

0<j<2"—1landn+1<k<2n. Letb,b,_;1...b; be condition in (13) and the universal stability property in3jP

the binary representation for, i.e.,j = 3, b2, Then of Definition 9.

the packet is routed to thﬁch VOQ of that input link, where

jk = bap_r41. When a switch is in the “bar” state at timeTheorem 16 For the Bernoulli arrival traffic described above,

t, VOQ 0 (resp., VOQ 1) at input link 0 (resp., input link 1)there exists & > 0 such that

pf the switch is sglected and.its head-of-line packet (if)any SupE[eé)Q(t)] < o0, (15)

is transmitted at time. Otherwise, VOQ 1 (resp., VOQ 0) at >0

input link O (resp., input link 1) of the switch is selecteddan

its head-of-line packet (if any) is transmitted at tihe
Note that the2 x 2 switches in the first stages of theV x

packet-pair switch is operated under the UFS scheme within summary, the packet-pair switches have the following

frame size 2. From Proposition 12 (with= 2), we know that njce features:

the total number of packets in an input buffer of a switch i th 1) They achieve 100% throughput.

k™" stage is bounded above by~ *+! +2fork=1,2,...,n 2) They deliver packets of the same flow in the FIFO order.
Moreover, we have from the .deternlnnlstlc mapping property 3) They only contair2 x 2 switches and the connection
that the arrival process tany input link of a2 x 2 switch patterns of thes@ x 2 switches are deterministic and
in the (n 4 1) stage is simply a time shifted version of the periodic with period 2.

arrival process to input link 0 of th@&" switch in the(n + 1)1 4) Packets are self-routed through the network2of 2
stage. In view of this, the first stages indeed perform load switches.

balancing for the incoming traffic at th& x N packet-pair 5y No computation and communication is needed.
switch. We illustrate this by th& x 8 packet-pair switch in
Figure 2. As the first three stages are operated under the nge
scheme, the arrival process to switch (2,2) (resp., (23L){
(3,3)) is one time slot later than that to switch (2,0) (re€hl)
(3,0), (3,2)). As the operations are deterministic, theadepe
process from switch (2,2) (resp., (2,3), (3,1), (3,3)) =oabne ] . .
time slot later than that from switch (2,0) (resp., (2,10§3, B- Delay Analysis of Packet-Pair Switches
(3,2)). As such, the arrival process to switch (3,2) is oneeti  To gain some intuition on the delay performance of the
slot later than that to switch (3,0), and hence the arrivatess packet-pair switches, let us consider théformBernoulli traf-
to switch (3,3) is two time slots later than that to switch0§3, fic, i.e.,r; ; =1/N fori=1,2,...,N andj =1,2,...,N.
As the arrival process to switqd, m) is simply the departure  For a2 x 2 switch in thefirst stage, there ar&/ VOQs at
process from switch (3,m) fon = 0, 1, 2, 3, we then conclude every input link of the2 x 2 switch. Recall that the operation
that the arrival process to switch (4,2) is one time slotrlatef a2 x 2 switch in the first stage is to transmit packets from a
than that to switch (4,0), and the arrival process to switcB)( full-framed VOQ (if any) at an input link of the x 2 switch
is two time slots later than that to switch (4,0). when that input link is connected to the first output link of
Now we consider the Bernoulli arrival traffic in Example 2the 2 x 2 switch. A full-framed VOQ in this case is simply
With probability 0 < p < 1, there is a packet arriving at ana VOQ that contains at least two packets. As such, we can

Ay equivalently,

N
N. (14)

whereQ(t) is the total number of packets stored in tNex N
N packet-pair switch at time.

e note that the idea of using uniform traffic spreading and
routing in a buffered Benes network was previously used
in [23], [24]. However, there is no guarantee that packetmfr
the same flow are delivered in the FIFO order in [23], [24].
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implement theN VOQs at an input link of & x 2 switch in switch isnot the uniform Bernoulli traffic. In fact, it is much
the first stage by two parts: the first part is for storing péskemore regular (less random) than the uniform Bernoulli tcaffi
that have not been “paired,” and the second part is for goriithis is because “pairing” takes time and it is less likely to
packets that have been “paired.” For this, theresirqueues, have two consecutive pairs with the same destination.
indexed from 1 toN, with buffer size 1 in the first part, and To reduce the “pairing” delay of the packet-pair switch in
there are two VOQs (for the two output links of tRex 2 light traffic, we can use the idea proposed in the padded frame
switch) in the second part. Suppose that a packet destimed (l8F) scheme in [8]. At the beginning of a frame, if there are
(external) output linkj, wherel < j < N, arrives at an input no full-framed VOQs in an input buffer of a switch in the
of a 2 x 2 switch in the first stage. If thg!" queue in the first n stages, we can pad a fake packet to a VOQ with only
first part is empty, then the arriving packet is placed in tHe one packet to form a padded frame (with frame size 2). Then
queue. On the other hand, if th& queue in the first part is the padded frame is transmitted inside the packet-paichwit
not empty, then the arriving packet and the packet stored @early, it is most beneficial to generate padded framesen th
the ;! queue are “paired” and they are moved to one of tHist stage. The gain starts to diminish as the number of stage
two VOQs in the second part. is increased. For this, we define a parameteras the number

In view of the two-part implementation of th&” VOQs of stages that allow padded frames to be generated. To ensure
at every input link of every2 x 2 switch in the first stage, stability, the number of padded frames inside the packit-pa
the delay at & x 2 switch in the first stage consists of twoswitch has to be restrained. For this, we only allow padded
parts: (i) the delay for “pairing” and (ii) the queueing dela frames to be generated when the total number of packets in the
for transmitting through the x 2 switch. To compute the first input buffer of thefirst switch in the(n + 1) stage does
pairing delay, note that only the “odd” numbered packets imot exceed a thresholl H. Such an enhancement is called a
a flow need to wait for pairing, and the pairing delay for apacket-pair-plus (PP) switch in this paper.
odd numbered packet is simply the interarrival time of the
next packet. Under the uniform Bernoulli traffic, the exgect C. Simulations
interarrival time of packets in every flow i&/p. Thus, the  In this section, we perform various simulations for packet-
expected pairing delay i&//2p. For the queueing delay, wepair switches. In all of our simulations, the switch si2e
approximate the arrival process to the two VOQs in the secoigdchosen to be 64. Each simulation run contaif$ time
part by the Bernoulli arrival traffic with arrival rate. As the slots. In Figure 3, we consider the uniform Bernoulli traffic
connection pattern of evefx 2 switch is periodic with period model and plot the delays of the uniform frame spreading
2, this model is a special case of the uniform Bernoulli teaffi(UFS) scheme in [6], the padded frame (PF) scheme in [8], the
model in [5] (with N = 2). Thus, the expected queueing delagontention and Reservation (CR) switch in [9], the packat-p
can be approximated by/2(1 — p). Adding these two parts (PP) switch, the packet-pair-plus (PPswitch, and the ideal
of delay, the expected delay throughl & 2 switch in the first output-buffered switch (OB). Certainly, the output-buéfe

stage can be approximated by switch has the best delay performance (at the cost dimes
N 1 speedup). The packet-pair switch outperforms both the UFS
2 + =) scheme and the PF scheme. It also beats the CR switch in

heavy traffic. However, its delay is higher than that in the CR

If we approximate the arrival process to every input of evesvitch in light traffic. This is because the CR switch uses the
2 x 2 switch in the packet-pair switch by the uniform Bernoulleontention mode in light traffic, while the packet-pair sshit
traffic with arrival ratep, then using the same argument as thajastes a lot of time to form a frame of two packets in light
for the first stage yields the following approximation foeth traffic. In this simulation, the packet-pair-plus switchrim

expected delay throughx 2 switch in thek™ stage: with nt = 3 andTH = 2, i.e., only the first 3 stages are
N 1 allowed to generate padded frames when the total number of
%, + =) k=1,2,....n, (16) packets in the first input buffer of the first switch in tA&
1 stage does not exceed 2. The delay of A&+ switch is
m, k=n+1,n+2,...,2n, (17) much better than that of the PP switch in light traffic and is

comparable to that of the PP switch in heavy traffic. Similar
wheren = log, N, as there is no “pairing” delay for the lastresults are also shown in Figure 4 for the uniform Paretdic¢raf
n stages. Summing up the delays in (16) and (17), we carodel in [5].

approximate the expected delay through fliex N packet-

pair switch by V. CONCLUSION
N-1 log,N In this paper, we proposed a new concept, calie@si-
—_— 2 (18) output-buffered switchLike an output-buffered switch, a
P (1=p) quasi-output-buffered switch is a deterministic switclatth

In Figure ??, we compare our approximation in (18) withachieves 100% throughput and delivers packets from the same
computer simulations. As shown in FiguR®, our approx- flow in the FIFO order. Using the three-stage Clos network,
imation (APPR) is a conservative estimate of the delay @fe showed that one camrecursivelyconstruct a larger quasi-
the packet-pair (PP) switch. The reason for that is the @rrivoutput-buffered switch with a set of smaller quasi-output-
process to every input of & x 2 switch in the packet-pair buffered switches. By recursively expanding the thregesta
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22000 APPENDIXA

20000 Efi i PROOF OFLEMMA 3
18000 w | e .
16000 e | (i) Since both{Ql(t),t > 0} and{Q2(t),t > 0} have finite
o 14000 ey moment generating functions, there exist> 0 and ¢, > 0
2 o0 | such that
§ 10000 sup E[eeiQi(t)] <oo, 1=1,2. (19)
<8000 t>0
jggg I Let = min[6;,65]/2. It then follows fromQ(t) = Q1(t) +
R pee= TS SS S Q2(t) for t > 0, Cauchy-Schwartz inequality, and (19) that
2000 M
0 e ressve - sup E[e??®)] = sup E[e?(@1()+Q=2(1)]
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1 t>0 t>0
Arrival Rate

<o (m16m0) " (i)

Fig. 3. Delay comparison for the uniform Bernoulli traffic ded. t>0

sup (E[eelQl(t)]E[€92Q2(t)])1/2
>0

22000 — >
20000 i::g 1/2
18000 gl < <SupE[€91Q1(t)] SupE[et‘)zQz(t)])
16000 ) >0 >0
& 14000 ¥ < 0.
Eﬂ 12000 Therefore,{Q(t),t > 0} also has a finite moment generating
g “8’222 [ function.
sono | (i) For e > 0, let
4000 | e ’: Q(t) = max [(A(t) + Az (1)) — (Ar(s) + Aa(s))
000 by awmm—a—n—a—mannay o<
0 e £ ()\1+/\2—|—6)(t—5)].
0 0.1 0.2 0.3 0.4 Amvogfm 0.6 0.7 0.8 0.9 1 Note that
€
Fig. 4. Delay comparison for the uniform Pareto traffic model Q(t) o Orgax {Al( ) Al( ) ()\1 + 2) (t )
+A2() A2 ()\24‘%) t—S}
network, we obtained a packet-pair switch with oy 2 < max {Al( ) — Ay(s ()\1 + E) (t—s }
switches. By computer simulations, we showed that packet- Ossst 2 .
pair switches have better delay performance than most load- + max [AQ( ) — Aa(s) — ()\2 + 5) (t— s)}
balanced switches with comparable construction complexit
—Ql( )+Q2( ), (20)

There are several problems that require further study:
(i) As argued in (18), theN x N packet-pair switch has Where
O(N) delay. It is shown in [25] that it is possible to obtain ¢, (1) = max [A1( ) — Ay (s) — ()\1 4 f) (t — S)} :

O(log N) delay in anN x N input-buffered switch (though this 0= 2

is at the cost of non-scalable computation and communizatio, (¢) max {Az( ) — As(s) — ()\2 + g) (t — S)} _
overheads by using Birkhoff-von Neumann decomposition). 0= _

It would be of interest to find a scalable switch architectur@ince f|0\{Vz_4_1 is A\;-m.b.f.a. and flowA; is A\o-m.b.f.a., we see
that achievesD(log N) delay without any computation andfrom Definition 1 that both{Q(¢),¢ > 0} and {Q2(t),t >
communication. 0} have finite moment generating functions. It then follows
(i) We note that it is possible to replace the deterministiom (20) and Lemma 3(i) that@ (), > 0} also has a finite

2 x 2 switches in a packet-pair switch by fixed interconnectingfoment generating function. Therefore the aggregated flow
networks. As such, one might be able to embed a packet-pair 42 of the two flowsA; and A; is (A + Az)-m.b.f.a.
switch inside a fixed interconnecting network, e.g., a DWDM APPENDIX B

network. The problem is then how to do this efficiently. PROOE OFLEMMA 4

(i) A key distinguishing feature of output-buffered swalites

L . From (5), we have
lies in the ability to control the departure order of packets

from the switches to achieve performance (e.g., delay andqm(t) — Ap(s) = {A(t) —m+ 1-‘ B {A(s) —m+ 1"
bandwidth) guarantees for different traffic flows [26]-[28] p p

future direction of investigation along this line is to dewi < {A(f) - A(S)-‘

scheduling schemes for the quasi-output-buffered swstche - p

proposed in this paper so that they are capable of providing A(t) — A(s)

quality-of-service (QoS) guarantees for different traffaws. < p +1 (21)
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Since flow A is A-m.b.f.a., we see from Definition 1 that forFrom Cauchy-Schwartz inequality, = min[6,, 65]/2, (26),

everype > 0 there exists &/p > 0 such that and (27), we have
sup E [eg maxogsgt[A(t)—A(S)—()\+pe)(t—s)]:| < 0. 22) Ele 0Q(s) (-)(A(t)7A(s)*(>\+5/2)(t75))]
£>0 ( [£20Q0)] ) (z;k29@4@>fA<ﬁ—«A+f/2Xt—s»])1/2
It follows from (21) and (22) that , ,
1/2 1/2
i E {eemangsgt[Am(t)—Am(s)—(A/pﬂ)(t—s)]} < ( ) (E[692(A(t)*A(s)*(A+e/2)(t—s))])
t>0
- < \/cica. (29)
<supE [eg maxOgsgt[A<t>fA<s>+p7<x+pe><t7s>}}
T >0 As such, we have from (28) and (29) that
= sup B |:ep maxo<s<t[A (t)—A(S)—(X'FPE)(t—S)]} SupE[e‘g maxogsgt[B(t)—B(s)—(A‘FE)(t—S)]]
t>0 t>0
< 0.
—Oe(t—s)/2
Therefore, the subflow,,, is \/p-m.b.f.a. form =1,2,...,p. = ii‘o’zo ¢ Verez
APPENDIXC ZSHpZe Oes/2 foie
PROOF OFLEMMA 5 20 5—o
Since the system is initially empty at time_O and packets _ mzefeés/Q _ Veic < o0
cannot depart from the system before they arrive at the syste = 1 —e0¢/2

(causality), it is clear that

B(t) < A(t). (23)

This shows that flowB is also A\-m.b.f.a.

APPENDIXD

For packets that have arrived by timeeither they are stored
PROOF OFPROPOSITION12

in the system at time or they have departed from the system
by time ¢. As Q(¢) is the total number of packets (including To prove Proposition 12, we introduce the concept of work
packets from flowA and other flows) stored in the system atonserving modes in [9] for queues that haatemost one

time t, it is also clear that packet departurén a time slot.
B(t) + Q) =2 A(®). (24) Definition 17 [9] (WC(K, D) queues)A queue is in the work
From (23) and (24), we have conserving (VC) mode if there is one departure in each
time slot whenever the queue is nonempty. A queue is work
dnax [B(t) — B(s) — (A +€)(t — )] conserving with response worklodd and response delap
- (denoted byW C(K, D)) if it has the following property: when
< - - —s)]. . .
- Orggét[A(t) Als) +Q(s) = A+t = )] (25) the queue length is smaller thaki at timet — 1 and becomes

longer than or equal tak at timet, this queue begins to be
in the WC' mode not later than time + D. Moreover, this
mode must continue until the queue length becomes smaller

¢] = sup E[eelQ(t)] < 00. (26) than K again.
t>0

As {Q(t),t > 0} has a finite moment generating function
there exists &; > 0 such that

Clearly, each output buffer of an output-buffered switch is
in the work conserving mode at every time slot. It is shown in
[9] that there is a bound between the queue length Bf @
¢y = sup Elef? ma¥oso<i (A =AG) =M e/2)(=9)l] < oo (27) queue and that of &8/ C(K, D) queue.

t>0

Since flow A is A-m.b.f.a., we see from Definition 1 that for.
everye/2 > 0 there exists &- > 0 such that

Let # = min[f;, 6,]/2. Then we have from (25) that Lemma 18 [9] Let Qwc(t) (resp., Qwe(k,p)(t)) be the
number of packets in & C (resp.,WC(K, D)) queue at time

Elef maxozsx:[B)=B(s)=Ote)(t-a)]] t. Suppose that both queues are subject to the same arrival

< Blef maxo<o<e[A)=A(5)+Q(s)=(A+e)(t=9)]] process and they both are empty at time 0. Then
— O(A(t)—A(s)+Q(s)—(Ate) (t—s))
= Ble ] Qwow.p) () < Qwo(t) + K +D —1, (30)
< ZE H(A(t A(8)+Q(s)— (A e)(t— s))] We have the following work conserving property for the

input buffers of a switch in the first stage in Figure 1.

— Z €(t=9)/2 g[0Q(5) H(AM) —Als) = (A\te/2) (t=5))] Lemma 19 Each input buffer of a switch in the first stage in
Figure 1 is work conserving with response workloadp —
(28) 1)+ 1 and response delay — 1.



Proof.

Note that if there are more thaN(p — 1) packets [15]

in an input buffer of a switch in the first stage in Figure 1,

then there is at least one full-framed VOQ in that input buffe;;¢

As such, that input buffer will send oyt packets during the
next frame and it will continue to do so until there are no-full
framed VOQs in that input buffer, at which point of time therém
are at mostV(p — 1) packets in that input buffer. Therefore,
each input buffer of a switch in the first stage in Figure 1 id8l
work conserving with response workloadd(p — 1) + 1. As

the time it takes to the beginning time slot of the next frame

is at mostp — 1, we see that the response delaypis 1. ®

[19]

Proof. (Proof of Proposition 12) Note that there is at most ongy
packet arrival at an input buffer of a switch in the first stage
in Figure 1 at any time. If we put the same arrival process
to a work conserving queue, then the number of packets[jﬂ]
that work conserving queue is at most 1. Thus, we have from
Lemma 18 and Lemma 19 that the total number of packets
in an input buffer of a switch in the first stage in Figure 1 ifzz]
bounded above by

I+ (Np-1)+1)+(p-1)—-1=N(p-1)+p.

The proof is completed.
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