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Abstract—We propose a new framework for multiple scalable _4 Expected Rate-Distortion Function L—\

bitstream video communications over lossy channels. The major 7y X

feature of the framework is that the encoder estimates the effects

of post-processing concealment and includes those effects in thel source Rate-Distortion conceament
rate-distortion analysis. Based on the framework, we develop | Function Channel Parameters

a rate-distortion optimization algorithm to generate multiple 1 t i) 1
scalable bitstreams. The algorithm maximizes the expected peak [ ¢, .. — Lossy E— S— S
signal-to-noise ratio by optimally assigning forward error control Encoder | 7| Encoder | | channet | | Decoder | | Decoder | IR o

codes and transmission schemes in a constrained bandwidth.
The framework is a general approach motivated by previous Fig. 1. A pictorial diagram of our framework. Links from the concealment

meth_ods that Perform concealment in the decoder, as in our method to the concealment parameters and then to the expected rate-distortion
special case. Simulations show that the proposed approach can befynction form the main conceptual path of the framework.

implemented efficiently and that it outperforms previous methods
by more than 2 dB.

source coding and the channel statistics for transmission, two
sets of parameters unique to our framework are introduced.
o One set measures the efficiency of the concealment method,
~ Forward error control (FEC) methods are promising solyghjle the other indicates whether a bitstream has been sent
tions for video streaming over lossy channels [1], [2], [3]. Iy not sent. The encoder uses the two sets of parameters to
recent years, some wavelet-based coders [4], [5] have uggEasure and compare the performance of sending a bitstream
FEC methods and multiple correlated bitstreams to transrgi{q not sending it, i.e. concealing it. A bitstream is usually
and_ _decode each _l:_)ltstream m_dependently, which prOV'd@@anized as a single quality layer or as multiple quality
additional error-resilience at high loss rates [6], [7], [8layers. We formulate our framework for a single layer and
[9], [10]. The decoder, furthermore, applies a post-processifigsn extend the formulation to multiple layers. Second, to
concealment procedure to the recelved. bitstreams to Concéﬁl:iently adapt our method to a time-varying transmission
packets that cannot be recovered by using FEC [6] and multhyironment, instead of using global optimization (which may
ple bitstreams solely. Although combining multiple bitstreamgyolve a time-consuming solution), we modify the method
FEC, and error concealment provides reliable transmissioni,ip[l] so that we can use its efficient algorithm to obtain a
a packet loss environment, to our knowledge, the encodersi§fa| optimal solution of the proposed framework. Simulation
existing methods do not use the post-processing method@§its obtained from an implementation of our approach show
the decoder in rate-distortion analysis. Therefore, the effegfs it is simple, fast, and robust in hostile network conditions.
of applying the error concealment procedure on the ov&fge compare our results with those of the method in [6],
all performance have not be?n analyzed. In this paper, Wgich is the motivation for our study, and show that we can
demonstrate that the decoder’s performance can be 'mprOYﬁ‘ﬂ)rove the performance by more thamB for various video
significantly if the encoder has priori knowledge of the sequences.
decoder's concealment method, and uses that knowledge ifrhe remainder of the paper is organized as follows. Section
the rate-distortion analysis. . _ Il contains background information about the formulation and
The contribution of the present study is twofold. Firstegjization of our framework. In Section I1I, we formulate the
we propose a new error-resilient framework in which thgyoplem and propose our solution. Section IV compares our

encoder uses FEC and multiple bitstreams, and incorporafgs,its with those of other methods. Finally, in Section V, we
the concealment method in the design of the coded bitstream&sent our conclusions.

To formulate and analyze our approach comprehensively, we
use the “expected rate-distortion” metric to coordinate all

transmission components, as shown in Figure 1. This enables
us to obtain a unified measurement of the source, channel, anth this section, we review the techniques used to formulate
post-processing performance. In addition to the parameters éar framework. First, we consider a 3D scalable video codec

I. INTRODUCTION

II. OVERVIEW OF EXISTING TECHNIQUES



Although there are several successful concealment algo-

D
Str-1
= [yamsom ] %Eﬁaa " lithms [6], [24], [15], [16], [17], [18], we are particularly

) [ e interested in the low complexity concealment method proposed
g . 5 — in [6] because it can be efficiently adapted to time-varying

= N — Flng L transmission environments. The method estimates the wavelet
N\ ’ — X transform coefficient bit-plane of one bitstream by using its

@ counterpart in the other bitstream. The estimated bit-plane of
a coefficient, being either 0 or 1, is determined by minimizing

° LS‘"S the distortion metric, which measures the smoothness between

the bitstreams in the wavelet transform domain. If bitstréam-

. . A o . conceals bitstrearh-then the distortion up to théth bit-plane
Fig. 2. Generation of multiple bitstreams and rate-distortion functions

is given by
D(d) = en(d,x) — &(d, z), 1)
400 — MSE,_, 1 x
- MSE, . .
350r 1 where x denotes a pixel of the frames in a GO®;(d, x)
300t | is the wavelet value of bitstream-at = after decoding up to
the d-th bit-plane; and’;(d, x) is the estimated wavelet value
2 , . of bitstreamt at = after decoding up to the same bit-plane.
= _w(MSE_ (i)~ MSE (j-1)) . .
2001 - 1 The mean square error (MSE) of a bitstream after it has been
150l \ \\\%E ] decoded up to the-th bit-plane is
100 ( MSE, (1) = MSE, (j-1)) e MSE(j) = Z(p(m)—pj(x))2 /(total number of pixels in a GOP)
50 *
wherez is the pixel location of the video sequence and p(x)

20 40 60 w0 (1;3]'“9)120 140 160 180 is the pixel value at:. We use the paramete¥ ,;, proposed
in [19], to measure the efficiency of a concealment method as
Fig. 3. The top curve is an example of applying an effective concealméi@llows:
. . ; p; it . .
Telho o the Concened bistedmine vercal dstancel/ () = MSEnil) = MSEL —1)
MSE((j) = MSE(j — 1)
where MSE, _,;(j) is the mean square error (MSE) of the
and an error concealment method; and then introduce ¥®$hcealed bitstrearhafter it has been decoded up to the
channel model and an error control method. The reviewgdl pit-plane, andVISE ;) is the MSE of the true bitstream-
methods do not necessarily produce the best results; howeyegiecoded up to the same bit-plane. The example shown
they simplify the presentation and analysis of our framewofk Figure 3 demonstrates that, in an effective concealment
so that we can concentrate on our major conceptual and tegisthod, the parameter has a value between [0,1] (the higher
nical developments. Other methods, not reviewed, could alg@ better), which measures the proportion of the MSE reduced
be applied to our framework after appropriate modificationssy concealing bit-plang-of bitstreamt with bitstream.

@)

A. 3D Scalable Video Codec and Error Concealment Methddl Unequal Error Protection and the Channel Model

We use 3D-SPIHT [4], a 3D wavelet-based scalable codecUnequal error protection (UEP) assigns an unequal number
that does not adopt temporal domain motion compensatié, channel bits to protect source segments with different
as our source coder. The codec is simple because it dpseerities, which facilitates video streaming in packet loss
not estimate motion [11], [12], [13]. The motion vectors ar@nvironments. The priority of a source segment is usually
important performance parameters of a video codec that maBaracterized by the ratio of the reduction in distortion to the
be carefully protected during transmissions; however, this fisimber of bits used to encode the segment(-AD/Ar).
not within the scope of the present study. To generate multigfégure 4 shows the priority of different data segments in a
bitstreams, we use a simple temporal-domain partitionis§alable coder, where a segment with a larger ratioas a
scheme, as shown in Figure 2. For example, to generate tigher priority and should be protected by FEC with more
bitstreams, we divide the even and odd frames in a gro@fotection bits. As shown in the figure, decreases as the
of pictures (GOP) to form two separate subsequences, e&yer number increases. Thus, the protection bits assigned to
of which is independently encoded and quantized based @fferent layers should satisfy the constraint
the transform coefficient bit-plane. The source bits are then
divided into multiple layers so that the bits of a bit-plane
correspond to a layer. Finally, the spatial and temporal bitthereL is the total number of layers, ardl = n — &/ for the
plane coefficients are ordered in a bitstream, as proposedemor correction codén, k7). The packet structure of priority
[9]. encoding transmission (PET) satisfies the constraint. In PET,
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Fig. 5. The state diagram of the single-layer two-bitstream case.

Fig. 4. Multi-layer unequal error protection in PET. The gray areas in the
right-hand sub-figure indicate the FEC protection bits.
an efficient and effective algorithm that obtains a sub-optimal

. . _ i ~solution of the problem.
data in different layers is later interlaced into packets,which

are then transmitted in the order shown in the right-hand sup- Problem Formulation
figure of Figure 4; the vertical box represents a packet. Theé ) )
packing structure ensures that each layer has the same numbBcause of the complexity of formulating our problem, we
of lost packets. The sub-figure also shows that, as long %¥€ @ Step-by-step presentation. We begin with the simplest
the received packets can correctly decode a layer, they &&$e. where there are two single-layer bitstreams, and then ex-
correctly decode data in any layer with a priority higher thaf¢nd the case to multiple layers. Interestingly, we encountered
their present layer. a new difficulty when we tried to formulate the general case
The channel statistics of an Internet connection are usuaymultiple layers with more than two bitstreams. In the case
obtained from reports of the Real Time Control Protocd! WO bitstreams, a lost bitstream can only be concealed by
(RTCP) [20]. To describe channel statistics, we use the twie other bitstream, but for more than two, we found that there
state Markov model, which has been widely adopted in paci@® many candidates that can conceal such a bitstream. As the
loss environments. The two states of the model are denofdefimal combinatorial strategy for more than two bitstreams is
as G (good) and B (bad). In state G, packets are receiv&l under research, we propose a simple and practical solution
correctly, whereas in state B packets are lost. The model9kthe case. . o _ _
fully described by the transition probabilities;s between 1) Single-Layer: Two Bitstreamswe divide a single bit-
states G and B, ands¢ between states B and G. The meastream into two independent encoded bitstreams so that if only
packet loss rat@; and the average burst lengfh, which is  ©ne is lost, the other can still maintain an acceptable decoded

the average number of consecutive symbol errors of the modf¥]€o quality. _ o
are, respectively. The encoder uses the state diagram shown in Figure 5 to

analyze the case.

Pp = pGiB, 4) The notation Str denotes a bitstream, and the state S
pas + P indicates that Ste-is sent to a receiver with a probability.
1 The parameteu, is introduced because the performance im-
Lp = PEG ®) provement achieved by applying an error concealment method

.may be so good that it is not necessary to send one of the
We use the Reed-Solomon (RS) code for FEC because 'L[)i?s)t/reams. g'Jl'he state NSmeans that St)./s— is not sent to

effective in recovering erased symbols when their Iocatiorfﬁe receiver with a probability (1 «,). However, once the
are known. For the RS code operating ®bit symbols, the P Y L) '

maximum block length i€® — 1 symbols. The RS coder, k) bitstream is sent, thg receiver may not_pe able to recover it
orrectly. We use; to indicate the probability that the receiver
can recoverk source symbols correctly when the number of

lost symbols is less than the minimum distankg,, = n — can decgde the transmittgd Stcorrectly. In st.ate R th? Str-
k+ 1 of the code. For optimization, the RS code 7EJarameterSl s received correctly, while in stgte .I\JRt_he bl_tstream IS Iqst.
the channel coding rate, — &/n Th’e performance of an RSV@e u;eADs to denote the rgductlon in distortion of Stril'ms '

. : -value is always a nonnegative number. The expected distortion
decoder can be characterized by the correct code probabil Y ction can be derived from the state diagram in which we

n-k show the derivation for Stt; but omit it for Str2 because it

Pe(n, k) = Z P(n,m), (6) can be derived similarly.

m=0 These are three causes of distortion reduction in bitstream
whereP(n,m) is the probability ofm erasures within a block 1. Case 1: Sti- is sent and correctly received. The distortion
of n symbols, derived analytically in [12] for the two-stateeduction isAD; with a probabilitya;p;. In this case, Sti-

Markov model. makes no contribution to the distortion reduction of St€ase
2: Str-l is not sent, while St is sent and correctly recovered.
lIl. PROBLEM FORMULATION AND SOLUTION Hence, Strt is concealed by St2- We useAD,_; to denote

To evaluate the proposed framework, we use an informatitre distortion reduction of Str-after it has been concealed
theoretic approach, which formulates the framework as an é¥ Str2, and definef._; = ADs_.;/AD;, which is the
pected rate-distortion optimization problem. We then propogeoportion of the distortion recovered by the concealment. The



dlstortlon. reductlon of this case is therefose .1 ADq, with K packet Bmor . K o
a probabilityaspa (1 — a1). = conceal EH—— 2

Case 3: both bitstreams are sent; however, only2S8- B 33 FEC —> 33 B! FEC
correctly received. In this case, the probabilityuigea; (1 — B \‘ — U B ‘
p1), Str-1 is concealed by St2; and the distortion reduction is ’ ] § : [
B2—1AD;. We summarize the cases where Bitan reduce
distortion by the expected amount as follows: I "

| L
E[AD:] = AD:(a1p1 + Ba—1a2p2((1 — a1) + a1(1 — p1))) N — SN
= AD;(a1p1 + Ba—1a2p2(l — aip1))- (7) 10
Similarly, we can obtain the total expected distortion functior] Expected Rate-Distortion Measurement & Rate Adaptations
for Str-2, which is
AD = ZE[ADS]. (8) Fig. 6. The PET structures for two bitstreams, each of which contains
S multiple layers.

In our approach, there is a possibility that a bitstream will not

be sent. As a consequence, the total transmission rate dePeﬂﬂe?efore, we have

on the transmission parameters as well as the error correction ,

code. The expected rate for Stusing (Vs , k) as the error = B (12)

correction code is ST
E[Ar,] ~ Arya, N ) We usec! to represent the channel bits of layer-j of bitstream-
ks’ s, andC = {c} to represent the channel bits of all bitstreams
where Ar, is the source bit of Sts= The total expected rate and layers. The source data accumulated up to and including
is therefore, layer-j of bitstreams is
. ) J
AF=) Elbr <R, (10) B,(j,C) = Y BL. (13)
q=1

where R is the rate bound for the video transmission. The ) .
optimization problem involves searching for the parametgrs We useM SE(B;(j, C)) to denote the mean square error dis-
the transmission scheme, and the channel dits: N, — k, tortlon_when a receiver decodéﬁ(g, C)_data. The dlstor_tlon
that maximize the expected distortion reductiai under the _reductlon achieved when laygref Str-s is correctly received
constraintA7 < R. is therefore

2) I\/_Iultiple—Laygrs: Two Bits_treams\/\(e now extend our ADI = MSE(B,(j —1,C)) — MSE(B,(j,C)).  (14)
derivation from a single-layer with two bitstreams to multiple-
layers with two bitstreams. Let us assume that each bitstreagt o/ denote the probability that laygrof bitstreams will
is divided into L quality layers. We simply divide a bitstreambe sent, and let the matriA represent allal. Also, let
into quality layers according to the number of bit-planes iE = {ﬁg;s}, Whereﬂflgs measures the efficiency of using
such a way that the bits in a bit-plane belong to a quali§yty to conceal layef- of Str-s. Next, we derive the expected
layer. A PET structure is used to pack the layered data ofdistortion reduction when a receiver decodes laydBecause
bitstream; therefore, there are two PETs. For simplicity, wibe concealment is performed by the same layer in different
assume that, if a layer of a bitstream is lost, it can only datstreams, we can calculate the expected distortion reduction
concealed by the same layer of the other bitstream; howewfr,layers in the same way that we derive the function for
this convenient assumption is unnecessary in a more gendhal single-layer, two-bitstream case. The expected distortion
framework. of layer+ in this case is

Let bg be the source data of laygrof bit-streams, and ADI(A,B,C,E)
B = {b/} represent all the source data. The layered data of a ADI(alpi() + B abpa()(1 — alpu () (15)
bitstream is divided and packed in &by k array so that the ~ — = 1MIPLIC) T a1 Gab21C ap1ia
protection bits of different layers satish} > ¢ > ... > cL. +AD(azpa(ez) + Fl_parpr(er)(1 — azpa(e3))),

The lower quality data in a highe_r layer can only be_recover%inere the terms beginning wimD{ and ADg on the right
correctly after we decode the ?'Qhef quality data in a lowgke ‘respectively, the expected distortion of B&md Str2; and
layer. As shown in Figure 6k} is the source data of anps(cg) is the recovery probability of layej-of Str-s derived

(Ns,ky) code. Because the source data of layeb;, iS py'singci channel bits for the layer. The overall expected
sometimes not divisible by:{, the amount of source datajiciqrtion reduction for all the. layers is

protected by thé N, k7) code is

j=1

L
L ) -
Bi— {bi - Z +béJ K. (11) AD(A,B,C,E) =Y ADY(A,B,C,E). (16)



Similar to the single-layer, two-bitstream case, the rate con- Folling tavle ,

straint is given by @ Bls
L BB.> ‘

A#(A,B,C,E) =) A/ (A,B,C,E)<R, (17)

.
J

where R is the total rate, and the expected rate allocated to  g3,> /,
layer is

y 2. .. N,
A7 (A,B,C,E) =) a/B]——. (18)

oy Ns — CJS BBs> 1

The parameters 8 and E are source information that doFig. 7. The graph represents a simplified implementation of transmitting

P ree bitstreams. The graph for more than three bitstreams can be generated
not relate to the channel statistics. Thus, we Only search ];Eétlseily. The polling table of each layer of a bitstream records the order in

the optimal parameters in the transmission sché&rand the which the other bitstream conceals the layer.
channel bit assignme@. Now, we can formulate our problem
as a rate-distortion optimization problem as follows:

number of all possible concealment subsets fr6a¥ ! to
S(S —1). However, this ordering needs extra bits to send the

. L ) ) ) side information of the tables. An alternative approach, without
Although this equation is derived according to a two—bltstreag?de information, is to enforce the concealment according to

case, it can be extended to more than two bitstreams Qf'pre-given order, such as an incremental order. That is, the

ter appropriately modifying the expected distortion funCtiorBrder for concealing Sts-is (s + 1) mod S, followed by

Ef’W‘e"e“ theh rr}odlflt)qatlon 1S .notltrlwal. In thel (;‘jaze ?\f tw s+ 2) mod S, etc. We can extend our strategy to more than
ltstreams, the lost bitstream Is always concealed by the othgle pirstreams in a similar way, but it increases the notational

bitstream. However, if there are more than two bitstreamg, ,,jeyity: thus, we do not describe it here. For the case in
we encounter a new difficulty in that any correctly recover igure 7, the expected rate-distortion function for layent
bitstream may be used to conceal a lost bitstream. In tag ;| ;

max AD(A,B,C,E) subject toA#(A,B,C,E) < R. (19)

11is
following, we present a simple way to extend our method to _ - o ) o
more than two bitstreams. E[AD]] = ADi(aipi+ (1 —aip])(B5_ a30%
3) Multiple-Layers: More Than Two Bitstream¥Vhen the +65_ abph (1 — aipl))), (20)

number of bitstreamsS, is greater than two, a lost bitstream T
may be concealed by any combination of correctly recoveradere the term(1 — aip])ajp} is the probability that layey-
bitstreams. Because finding the optimal subset that can concfabtr-3 will be used to conceal layei-of Str-1, while (1 —
a lost bitstream is computationally infeasible, we propose thgp])asp3(1 — a3p3) is the probability that layey- of Str-2
following practical solution. Note that we assume the lost dawill be used to conceal layei-of Str-1. The overall expected
in a layer of a bitstream can only be concealed by the correcdistortion of layers is the sum of all the bitstreams, given as:
received data of the same layer in another b_itstream. DPU)(A,B,C,E)

Our concealment strategy uses the other bitstreams one aiaADj(aj j+(liaj j)(ﬁj il 4B al j(l—aj j)))
time to conceal a lost bitstream. This corresponds to modelling jl jllj.l jll;l j?ﬁl j3€.3 j%l ]21’;2 j3€3 (21)
the method by a bipartite graph wiinodes in each column. ADZ(a2p2+(1_a2p2)( 120171+ 03 pa303(1—a1p1)))
An arc between two nodes in the graph indicates that one node® D3 (a3ps+(1—azps) (B 50503+ 81 _3a1p1(1—a3p3))).
can conceal the other node. Figure 7 shows an example of Qy&ing similar derivations to those in Equations 16, 17, and 18,
graph for three bitstreams. As shown in the figure,I1Sten be  the rate-distortion optimization problem, shown in Equation
concealed by Ste-or Str3. The priority of the bitstream used 19, can be formulated for this case. We omit the detailed

to conceal Stit is given in the polling table of Str-1. Note thatgerivation because it is a simple extension of our previous
the order of concealing Siris 8s;_,; abovef,_,,, indicating derivations.

that if Str-l is lost, a decoder will poll St8-first. If Str-3 is

correctly recovered, then it is used to concealiStbtherwise, ,

the decoder polls St-and uses the correctly received Str- B Fast Algorithm

to conceal Stit. The ordering is arranged according to the We propose an efficient algorithm that findsand C to
concealment performance, as measured by the concealnmapiimize the rate-distortion function. First, we discuss the
parameter{ﬁgﬁslj =1,---,L;s,q=1,---,5;s # q}. The procedure for findingC, followed by that forA. To find
higher the value of a bitstream used to conceal the tardbe optimalC, i.e., to solve the bit allocation problem, we
bitstream, the higher that bitstream will be in the pollingncounter two difficulties: how to assign bits to each bitstream
table of the target bitstream. The encoder computes all thed how to assign protection bits to protect each source
concealment coefficients, ranks them to form the tables, alager in a bitstream. We use a heuristic approach to solve
sends the tables to the receivers as side information. Thhe first difficulty. Because we use temporal partitioning to
strategy is computationally practical because it reduces thenerate bitstreams, it is intuitively correct to assume that



best[*]:=(0,0.,...,0)
Until best[*]:=last[*] Do:
last[*]:=best[*]
For each substream s from 1 to S:
For each layer j from 1 to L:
For each search_value from -Q to +Q
temp[*]:=last[*]
temp[j]:=temp[j] + search_value
If temp[j]<0 or temp[j]>N then continue to next search_value
If search_value > 0 then for all i>]
Do templi]:= min(templj],templ[i])
Else for all i <j
Do templi]:= max(templ[j],templi])
End if
Calculate expected MSE reduction for temp[*] using Eq 19
If dMSE (temp[*])>dMSE(best[*]) then
best[*]:=temp[*]
End if
End For each
H End For each
R wes aas sas o aas ...N End For each
Packet Number Str-1 End until

Fig. 8. The search range of each iteratior2€3.
Fig. 9. The pseudo code of our fast algorithm

each bitstream takes the same number of bits. Therefore, We e t laver ; mbol needs to be moved t
only deal with the second difficulty. In Kim et al. [6], the20d€C 10 a fayer, a source symbol needs 1o be moved 1o

ﬁhe next row. We start at the first row affected by the new

framework does not include error-concealment in the analys§ cation. move its last data svmbol to the next row. move
and the channel bit assignment to a bitstream is independ A(t) X Y i '
2 last data symbol of that row to the following row, and

of the assignment of bits to the other bitstreams. However, o on. As a result. a cascade of data svmbols moves down
analysis shows that error concealment induces a depende%% ' ' y

between the channel bits of different bitstreams. Therefore,ﬁ r?ws_tl;]ntll_thg ratéa Co?ﬁtra"ﬂ IS S?t'Sf'tid't -{: is part of q
method in [6] can not be applied straightforwardly to find € aigorithm 1S based on the assumption that In€ compresse

solution for our case. In the following, we present an efficierfﬁgtg;i?m'sOr;:gg{?ﬁg\rﬁaggﬁiun?getggeg?ﬁ;gi‘it‘gt?eg';c?rrge'S
algorithm that solves the problem in a general case. P '

The optimal solution foiC can be found by using an eX_algonthm derives a set of error correction codes of different

haustive search method. However, such methods are unreali%ttrength in different bitstreams.
: ' '\S\Ie assume that each element Afis either0 or 1, where0

for real-time video transmissions because of the excessw\eans the data is not sent: ahtheans the data is sent. With

computation time required. We therefore developed a Ioct & binary assignment of each elemenainwe can enumerate
hill-climbing algorithm that makes limited assumptions abou '

. . all possible values of\. For each value, we use the algorithm
the data, but is computationally tractable. Our method js . . ;
S . : S . search foIC that gives a sub-optimal solution, and take the
inspired by the algorithm proposed in [1], which is designed_: « * : . . ! .

. . . . pair of A" andC* that gives the maximum distortion reduction
to assign a sub-optimaC to protect multiple layers in a

. . . . as our solution. Note that* and the polling table of each
single PET. We extend the algorithm to assign a sub-optimal S .
! ltstream need to be sent to the decoder as side information.

C to protect multiple layers of more than one PET for ea o

! . ow this is implemented depends on the system used. We can
configuration ofA. . . : . .

Initiallv. each laver onlv contains the source’ N save more bits by not sending the polling tables if we impose
Y Y y 3 ° an order to conceal all the bitstreams. This is known as a

andc; = 0 for all anc_i 5 respec_tlvely. In each |terat|on', riori ordering of encoders and decoders and does not need
for each PET, our algorithm examines a number of possi € be sent as side information

assignments that could be equal tQL2 where @ is the
search distance, an@@? corresponds to the maximum number
of FEC symbols that can be added to or subtracted from a IV. IMPLEMENTATION AND EXPERIMENT RESULTS
bitstream ofL layers in one iteration. We determieD after We now describe an implementation of our approach and
adding or subtracting betwednand ¢Q FEC symbols in each then compare our results with those of other methods. Our
layer of PET, while satisfying the constrairit > gg+1 of PET. test sequences are the Akyio, Foreman, and Hall sequences in
We choose th€ corresponding to the higheatD, update the CIF format, and the Football sequence in SIF format. We use
allocation of FEC symbols to all affected layers, and repeat the2-state Markov model to describe the lossy channel and use
search until none of the cases examined improves the expecteslRS code as the FEC code. Our subsequences are obtained
distortion reduction. The pseudo code of our algorithm is givésy using temporal partitioning to divide a video sequence.
in Figure 9. All subsequences are assigned an equal number of bits, and
This hill-climbing algorithm finds a local maximum that isindependently encoded to obtain a progressive bitstream by
reasonably close to the global maximum and, in some casesing the 3D-SPIHT algorithm. We perform three levels of
may be identical to it. The search distan@es a pre-defined spatial and temporal decomposition using th& and Harr
parameter of the algorithm. There is clearly a tradeoff: tH@ters, respectively. We only conceal the wavelet coefficients
larger the value of@, the higher the probability that thecorresponding to low frequencies of spatial and temporal
algorithm will find the global optimum, because it will requirecomponents, indicated by the gray area in Figure 10, because
more time to run. Note that, for every symbol of FEC datthe performance gain of recovering those coefficients is usually
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" rayer Fig. 12. Comparison of the performance of different methods with various
bit rates for two bitstreams. The curves labeled "without post-processing” are

Fig. 11. The vertical axis measures the average concealment efficiency @s&igned optimal FEC for each layer of a bitstream. Note that neither the
GOP using the first 32 frames of different sequences on different layers. Téfecoder nor the decoder perform concealment. The transmission parameters
efficiency of the concealment is higher at lower layers, corresponding to theFramework-A area] = 1 for all j, ands = 1,2; those of Framework-B
coarse information of the subsequence. area} = 0, and all the other entries are set to one; and those of Framework-C

are ag = 0 for j = 1,2 and all the other entries are set to one. The mean

packet loss rate i§% and the average burst lengthis Note that ifal is

. . .. set tol, then layers of bitstreams is sent; otherwise, it is not sent.
higher than that of recovering the rest. Recall that we describ&d yely ot s o

the concealment method in Section Il. Figure 11 shows the
average values of the concealment parametérs ands)_,,
calculated according to Equation 2, in different layers dllocation algorithm. In [6], the authors do not incorporate the
various sequences for two bitstreams. As shown in the figup@ncealment in the rate-distortion analysis, which corresponds
the slow motion sequences and the lower layers achieve beterour special case when all layers of all bitstreams are
concealment, because the bitstreams in both cases are simfight and all concealment parameters are set.tdn the
therefore, the average concealment performance is higher.channel bit allocation algorithm, the optimal channel bits are
The following experiment shows that, even though sonflocated to all layers of each bitstream independently using
layers of a bitstream are not sent, we can still achieve a be@hamic programming. However, in our algorithm, because
performance than by sending all the layers of the bitstreaff.the concealment, the same layers in different bitstreams are
Figure 12 shows that the results of our method with differeg@rrelated; therefore, the channel bit allocated to a layer of a
configurations ofA, labeled Framework-A, Framework-B,bitstream depends on the bit allocated to the same layer of the
and Framework-C, achieve a significant PSNR gain over n@her bitstream. Since the correlation increases the complexity
performing concealment at all. At a bit rate bel@# Kbps of using dynamic programming, we propose a fast algorithm
for all the sequences, Framework-B and Framework-C, whitp solve the allocation problem. Figure 14 shows the ratio of
do not send some |ayers’ perform better than Framework.?QUl’CG bits assigned to different Iayers by different methods.
which sends all layers. This indicates that, at low bit rate§he channel bits allocated to the same layers of different
the performance degradation by not sending some layers nigigtreams of the method in [6] may be different to those
be completely compensated for by using the concealment fréfpcated by our method because the bits can be compromised
the same layers of the other bitstream. As the bit rate increagd® concealment.
Framework-A achieves the best performance, because enoughigure 15 compares the results of our method to those of
bits are used for FEC to protect all the bitstreams; even so, the other methods for two bitstreams. For all bit rates, our
curves of Framework-B and Framework-C are very close tnethod outperforms the other approaches. In addition, our
the curve of Framework-A. The loss in performance is due RSNR performance is higher than that of [6] by an average of
errors in the concealment of the lost layers. Such errors ocenore than2 dB. The performance gain is mainly due to our
even when the data in the higher layers is correctly recoveréatlusion of the concealment in the rate-distortion analysis.
Figure 13 compares the performance of various methods with our framework, a layer is protected by FEC as well as
different mean packet loss rates. The performance decreasearfcealment, thus fewer FEC bits need to be assigned to
our approach is graceful as the mean packet loss rate increapestect the layer. Consequently, our method has extra bits to
We compare the performance results of our method widncode the source data. As is shown in Figure 15, our method’s
those of Kim et al’s method [6], which differs from ourperformance improves as the bit rate increases. In Figure 16,
approach in the encoder's design and in the channel bie compare the performance of the methods versus their mean
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Fig. 13. Comparison of the performance of different methods with variodsg. 15.
mean packet loss rates 2@ Kbps. The other parameters of each method ar€bps. Our method’s improvement over Reference [6] increases as the bit rate

the same as those in Figure 12.
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Method-A 055 0.52 0.48 0.35 0.32
Proposed 0.90 0.58 0.39
Method-8 0.52 0.48 0.45 0.32

Fig. 14. The ratio of source bit%, allocated to each layer of two bitstreams ;
of the Akiyo sequence &5 Kbps. Our method assigns different bits to a layer
in different bitstreams, while the method in [6] assigns the same bit to a layé&ks

in different bitstreams.

packet loss rate. When the latter is large, most bits are use
for FEC; thus, the performance gain of our method over thaf
of [6] declines. Figure 17 compares some shapshots oféffj
different methods under various conditions. As the examples
show, our method produces images with better contrast an

perceptual quality than those of [6].

Figures 18 compares the performance of our method for
different numbers of bitstreams using various sequences. Sgig- 16.
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Performance comparison of various methods with different mean

ﬁgures 18(a) and (b) show the performance of source Codirﬁ)g(.)ket loss rates a0 Kbps. Most of the bits are used for FEC when the

The performance of three bitstreams is worse than thatﬁﬁ

ilar.

two bitstreams for all bit rates of sequences. However, as
shown in 18(c) and (d), with our approach, the performance

of three bitstreams is better than that of two bitstreams fetatistics are different for each bitstream. For example, in

ket loss rate is high; therefore, the performance of the top two curves is

all sequences. In our approach, a data layer in the thre@ew experiments, the mean packet loss ratd).is for one

bitstream case has more protection from concealment tHatstream and).3 for the other bitstream. The curves of the
the same data in the two-bitstream case. This is becawsd#alanced channel in all cases are above those of the balanced

either layer of the other two bitstreams can conceal tlannel, which has a mean packet loss raté).pffor each

data; hence, the case of three bitstreams yields a bettéstream. Transmitting in unbalanced channels allows more
result. To summarize our observations of (a),(b), (c), and (dlexibility to compromise between concealment and FEC, and
the source coding performance deteriorates as the numbence improves the performance. Finally, Figure 20 shows the
of bitstreams increases, whereas our method improves twnputation time of the proposed algorithm. The time was

performance when the number of bitstream increases. Figaneasured on a Pentium46 GHz PC with a512 RAM in the
19 compares the performance of the proposed method inMatlab environment. We applied our algorithm 30 frames

unbalanced channel and a balanced channel environment, dachwo bitstreams of the Akiyo sequence with different bit
of which contains two bitstreams. In the former, the channefates. The experiment was performed ten times for each bit
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V. CONCLUSION i ) . )
. . Fig. 18. Comparison of the performance of different numbers of bitstreams
We have proposed a new framework in which the encodgf source coding and for our method. (a) and (b) show the source coding

incorporates the concealment in the rate-distortion analygistformance. The two-bitstream case is better. (c) and (d) are the performance
The concealment induces a correction between difierent HEE'Ss o O feted, The, eehistean cose B betcr The charne
streams. We formulate the framework as a rate-distorti@ne) and (f) are the performance curves versus the mean packet loss rate at
optimization problem, and propose a fast algorithm to solv@ Kbps.

it. Our approach has the advantage that data in a layer can

be protected from concealment and FEC. As a consequence,

fewer FEC bits need to be used; therefore, more source da
can be transmitted. Compared to the algorithm in [6], which
does not include concealment in the encoder’s design, o
algorithm achieves an improvement of more thaB in the -
PSNR of various video sequences. Note that we did not ts
a state-of-art 3D wavelet codec to perform our simulations

S
EPSNR (dB)

Also, for simplicity, we did not incorporate important video " T st ’ [ |
compression features, such as prediction and data partitioning = = & teme e e w w w w e
techniques, into our framework. In our future work, we will »
extend the framework to include the features so that it can by
applied to advanced video codecs. ® B
T8 @
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