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Abstract—Digital refocusing has a tradeoff between complexity
and quality when using sparsely sampled light fields for low-
storage applications. In this paper, we propose a fast physically-
correct refocusing algorithm to address this issue in a two-fold
way. First, view interpolation is adopted to provide photoreal-
istic quality at infocus-defocus hybrid boundaries. Regarding
its conventional high complexity, we devised a fast line-scan
method specifically for refocusing, and its 1D kernel can be 30x
faster than the benchmark VSRS-1D-Fast. Second, we propose a
block-based multi-rate processing flow for accelerating purely
infocused or defocused regions, and a further 3-34x speedup
can be achieved for high-resolution images. All candidate blocks
of variable sizes can interpolate different numbers of rendered
views and perform refocusing in different subsampled layers.
To avoid visible aliasing and block artifacts, we determine
these parameters and the simulated aperture filter through a
localized filter response analysis using defocus blur statistics. The
final quadtree block partitions are then optimized in terms of
computation time. Extensive experimental results are provided
to show superior refocusing quality and fast computation speed.
In particular, the run time is comparable to the conventional
single-image blurring which causes serious boundary artifacts.

I. INTRODUCTION

Light-field cameras capture light rays with 4D information
that consists of 2D spatial pixel positions in (x, y) and 2D
angular view/aperture positions in (u, v) [1], [2], [3]. They
can be implemented in different physical configurations such
as large-baseline camera array [4], [5], hand-held camera with
a micro-lens array [6], and monolithic camera array [7]. Their
4D light fields are mathematically equivalent under the thin-
lens assumption and thus share the same novel applications.
Digital refocusing in particular is a key application to provide
novel 2D images that are focused at different focal planes and
with different aperture sizes after capturing the light fields.

The most common artifact of digital refocusing is the
aliasing effect in defocused regions that results from insuffi-
cient view/aperture sampling in (u, v). For sparse light fields,
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Fig. 1. Target system setup for fast physically-correct refocusing. Only a
sparse star-shaped light field and the corresponding center disparity map are
required for low-storage applications. They can be generated from different
image sources. For example, dense light fields can be preprocessed through
disparity estimation, super-resolution, view synthesis and denoising.

view interpolation can compensate such insufficient sampling
and provide physically-correct results by explicitly handling
occlusions. However, the computation complexity is high in
literature because complexed algorithms are adopted [8], [9],
[10]. In contrast, dense light fields suffer only slight aliasing
for their high view sampling rate, and depth-based pixel
splatting is shown sufficient to alleviate the aliasing [11],
[12]. However, the storage requirement for so many views
will become a bottleneck for practical usage, especially video
applications.

A classical fast method to avoid aliasing is the depth-
dependent image blurring [13], [14]. It applies an adaptive
convolution kernel on a single image to simulate defocused
blurs. However, it also introduces discontinuous artifacts near
object boundaries in infocus-defocus hybrid regions because
no information is available for occluded pixels.

In this paper, we aim to provide a fast refocusing algorithm
which can achieve photorealistic depth-of-field effects for
sparse light fields. The target system in Fig. 1 has the following
advantages: low storage using only few views, good refocusing
quality as dense light fields provide, and fast computation
speed comparable to the adaptive image blurring. The con-
tribution of this paper is to greatly reduce the computation
complexity of view-interpolation refocusing:

O(Cvi · V · I), (1)

where Cvi is the complexity of view interpolation, V is the
number of rendered views, and I is the image/block size. Note
that the total complexity increases bi-quadratically with the
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Fig. 2. Examples of digital refocusing for different image sources. The resolution of the tested light field StillLife from [15] is 768× 768. Run times on a
single-thread 3.4 GHz CPU are reported for purpose of comparing the relative computation complexity between different refocusing methods. Note that TLFR
[20] needs only few seconds when accelerated by GPU. The proposed method provides similarly good quality using only five views compared to the highly
complex TLFR. Its speed is comparable to the fast blurring method which has serious artifacts near the infocus-defocus hybrid boundaries of the wooden ball
and berries.

image width/height because the required V is proportional
to I for the same scene. Therefore, it is difficult for the
conventional methods to efficiently support high-resolution
images.

The fast refocusing algorithm is proposed in a two-fold
way. First, a fast line-scan view interpolation algorithm was
designed specifically for refocusing to reduce the complexity
Cvi which is especially high for the infocus-defocus hybrid
regions. It is based on the fact that each rendered view will
not be seen directly, so per-view artifacts can be tolerable
and the view interpolation can be simple. Second, a block-
based processing flow with multi-rate view interpolation was
developed to reduce the unnecessary computation of the con-
ventional frame-based refocusing. Each variable-size candidate
block is processed differently because infocused regions only
need few rendered views (V ↓) and defocused areas can be
refocused in subsampled layers (V · I ↓). To quantitatively
determine these parameters and also the simulated aperture
filter for avoiding aliasing and block artifacts, we performed a
localized response analysis for the corresponding defocusing
filters and constrained their differences from the ideal ones.

In this paper, we extend the preliminary ideas in our previ-
ous work [16], [17], which considered only 1D filter kernels,
to a complete system with detailed theoretical analysis for 2D
kernels. Also, extensive experimental results will be presented
for more subjective and objective comparisons and different
configurations of input views and subsampled layers. The
rest of this paper is organized as follows. After summarizing
related work in Section II, the filter response analysis is
presented in Section III. Then the two building blocks, line-
scan view interpolation and block-based multi-rate refocusing,
are introduced in Sections IV and V respectively. Experimental
results are shown in Section VI. Finally, the limitations and
possible extensions of this work are discussed in Section VII,
and concluding remarks in Section VIII.

II. RELATED WORK

A. View Sampling for 3D Models

Distributed ray tracing [18] provides great depth-of-field
effects but requires intensive computation for sampling lots of
views. A common approach to save computation is stochastic
view sampling, e.g. the low-discrepancy sampling in [19].
The temporal light field reconstruction (TLFR) in [20] further
samples fewer views (e.g. 16) and reconstructs denser views
(e.g. 256) according to depth information. Using a layered
process for the reconstruction can be further 8-10x faster
[21]. However, these methods still require aggressive GPU
acceleration to achieve fast processing. In this paper, we target
to greatly reduce such computing demand while retaining
photorealistic depth-of-field effects.

Another approach, Fourier depth of field [22], adaptively
samples not only views but also image pixels based on
localized depth and texture spectrum analysis; however, the
complexity overhead of the image-dependent analysis is high.
In this paper, we perform the filter response analysis only for
determining parameter selection rules and a simulated aperture
filter in advance, and no computation overhead is required
when refocusing.

B. Pixel Splatting for Dense Light Fields

If the views are sampled densely enough, averaging shifted
views directly forms a great refocused image by definition.
The Fourier slice [23] was developed to accelerate this direct
method for refocusing at different focal planes. However, in
practice the view sampling rate is usually insufficient, and
the direct refocusing will still cause aliasing artifacts as the
9×9 light field in Fig. 2. Depth-dependent pixel splatting can
alleviate such aliasing for dense light fields [11], [12].

C. View Interpolation for Sparse Light Fields

View interpolation is a common technique to reduce the
worse aliasing effect when the sampling becomes more sparse
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as the 5×5 light field in Fig. 2. However, the computation
could be demanding, such as the tri-view morphing [8], hybrid
geometric-/image-based synthesis [9], and inpainting-based
hole filling [10]. The reader is referred to [24] for more details
about view synthesis.

One well-known fast method is the VSRS-1D-Fast in the
reference software 3D-HTM [25] for 3D-HEVC. It performs
line-wise image warping and hole filling from both left and
right viewpoints separately (in upsampled-by-four domain)
and then combines them based on reliability. In this paper,
we provide a much faster algorithm for refocusing which uses
only one disparity map and simplified operations. In addition,
the number of rendered views was set heuristically in [8], [9],
[10]. Instead, we determine it systematically using the filter
response analysis.

In [26], one light-field rendering method was proposed to
reconstruct all rendered views from a small number of 1D
viewpoint trajectories by recovering spectral sparsity. It can
reduce sampling requirements; however, each 1D viewpoint
trajectory is densely sampled to avoid aliasing. Also, the
computation complexity is quite high, e.g. typical run times
range from two to three hours for one light field using 70-84
CPU cores. In this paper, we target at sparse 2D viewpoints
which have much fewer views, and the refocusing run times
are of a few seconds for one light field using one CPU core.

D. Image Blurring for Single-View Images

Depth-dependent image blurring is the most common tech-
nique for fast refocusing [13], [14], but it introduces obvious
boundary artifacts [27] as shown in Fig. 2. The layered-depth
processing in [28] can reduce such artifacts by applying alpha
blending for neighboring depth layers. But it cannot help these
single-image artifacts for large apertures and also loses details
and gradients of the depth map. In [29], image deconvolution
was applied for refocusing because the input image has
obvious depth-of-field effects. In contrast, we assume the pin-
hole camera model for the light fields in this paper.

E. Spectrum Analysis

Plenoptic sampling [30] provides a lower bound of the
view sampling rate without light-field aliasing. On the other
hand, a more generalized light-field model was discussed in
[12] which considered detailed physical information such as
sensor profile and finite aperture. In particular, it reasoned
that the defocus blurs are time-varying, so only localized
filter responses can be studied using Fourier analysis. In this
paper, we study the localized 2D defocusing filters without
any physical information of the imaging devices.

III. LOCALIZED DEFOCUSING FILTER ANALYSIS

Digital refocusing manipulates discrete pixels to approxi-
mate the ideal blurs resulting from a continuous aperture. In
this paper, each block has two main parameters for refocusing:
view-interpolation number N and multi-rate subsampled layer
L. A lower N or a higher L saves more computation but makes
the blurs differ more from the ideal ones as shown in Fig. 3.

Fig. 3. Refocusing examples for varying N and L. Center column: nearly
ideal blurs (large N ) for three image blocks with different local blur statistics
(rmax and rmin denote the maximum and minimum defocus blur radii
respectively). Other columns: refocused blocks using smaller N or higher
L to save computation; numbers at corners represent the corresponding mean
squared errors compared to the center column.

For them, we will first study the localized response and then
derive their selection rules by limiting the difference from the
ideal blurs to reduce both aliasing and block artifacts. The
corresponding aperture filter will also be derived.

A. Discrete Ideal Defocusing Blur

Assume the local region under consideration belongs to a
Lambertian surface and has one single disparity value dp. The
disparity is defined as the spatial position difference of the
same object between the views at u = 0 and 1. Let dt be
the target infocused disparity and ut be the target aperture
radius such that {(u, v)|

√
u2 + v2 ≤ ut} covers the considered

aperture. Then the defocus blur has a radius r:

r = ut · |dp − dt|. (2)

Given an aperture filter a(u, v), we define its point spread
function as 1

r2 a(
x
r ,

y
r ). When an explicit function is required

for a(u, v) in this paper, we will use the cosine fourth fall-off:

a(u, v; θ) =
1

π cos2 θ

cot4 θ

(u2 + v2 + cot2 θ)2
1{u2+v2≤1}, (3)

where the first term is a normalization factor for intensity
conservation, the second term is up to cos4 θ when u2+v2 = 1,
and the parameter θ is by default 0.26π if not mentioned. Then
we define the discrete kernel b[n,m] of the ideal defocusing
blur for an image sensor of a 100% fill factor:

b[n,m] =

∫ n+0.5

n−0.5

∫ m+0.5

m−0.5

1

r2
a(
x

r
,
y

r
)dxdy, n,m ∈ Z, (4)

where we assume the spatial sampling period in (x, y) as one
and use brackets [·] to express a discrete function for clarity.

B. View-Interpolation Defocusing Approximation

The parameter N denotes the number of rendered views
along the aperture radius such that around πN2 rendered
views are interpolated on a regular grid of (u, v) with a
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Fig. 4. Examples of view-interpolation defocusing filters for a defocus blur
radius r = 4. The 1D case is presented for clarity. The responses are
normalized in height for viewing. The discrete kernel b[n] is shown for
the ideal blur, and the approximated kernels bvi[n] for the cases with view
interpolation.

spacing of ut

N . The corresponding defocusing blur is formed
by three steps: view-interpolated avi(x, y), spatial-interpolated
bvi,c(x, y), and discretely sampled bvi[n,m]. First, the regular-
grid interpolated views correspond to a regular-grid point
spread function avi(x, y) with a spacing of r

N :

avi(x, y) =

N∑
i=−N

N∑
j=−N

δ(x− i r
N
, y − j r

N
)ad,N [i, j], (5)

where ad,N [i, j] , a(i/N,j/N)∑
i,j a(i/N,j/N) for normalizing the discrete

aperture sampling. Second, an interpolation filter h(x, y) is
applied for continuous-discrete conversion:

bvi,c(x, y) = h(x, y) ∗ avi(x, y). (6)

In this paper, we will use the triangular function for h(x, y),
i.e. bilinear interpolation, when an explicit expression is re-
quired. Finally, the discrete defocus kernel bvi[n,m] can be
derived by discrete sampling and normalization:

bvi[n,m] =
bvi,c(n,m)∑
n,m bvi,c(n,m)

. (7)

When the interpolation number N is much larger than the
blur radius r, the resulting bvi[n,m] will be close to the ideal
blur, e.g. N = 16 in Fig. 4. In contrast, an under-sampled N <
r will cause aliasing for insufficient view sampling. However,
an over-sampled N > r may also cause obvious aliasing due
to the non-bandlimited h(x, y), e.g. N = 6 in Fig. 4.

The aliasing effect can be further examined in frequency
domain. According to (5), we have the equivalence for Fourier
transforms: Avi(fx, fy) = Ad,N ( r

N fx,
r
N fy). Then the spatial

interpolation in (6), Bvi,c(fx, fy) = H(fx, fy)Avi(fx, fy),
introduces aliasing mainly due to the replicated main lobes
of Avi(fx, fy) as shown in Fig. 5. The replicated peaks locate
at (fx, fy) = (kx

N
r , ky

N
r ) where (kx, ky) ∈ Z2 \ {(0, 0)}. As

a result, the intensities of the aliasing terms mainly depend
on two factors: the intensities of H(fx, fy) at the replicated
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Fig. 5. Frequency responses of 1D view-interpolation defocusing blurs. r = 4
with under-sampled N = 3 and over-sampled N = 6. (a) Aliasing terms
appear for f > 0.5 because H(f) = sinc2(f) is not the ideal box function,
especially at where the view-interpolated Avi(f) = Ad,N ( r

N
f) has the

peak replicas, i.e. f = kN
r
, k ∈ Z \ {0}. (b) Discrete defocus blur kernels.

After discrete sampling, aliasing peaks locate near ω = 2π(kN
r
− bkN

r
c),

especially for k = ±1,±2 (ω = π
2

and π for N = 3, and ω = π for
N = 6).

main-lobe peaks of Avi(fx, fy) and the main-lobe width of
Avi(fx, fy).

C. Selection Rule of View Interpolation Number N

In practice, most image blocks have more than one dis-
parity value dp. The aliasing effect of under-/over-sampling
becomes inevitable because some dp exists such that r 6= N .
Therefore, selecting N is a tradeoff problem between quality
and complexity. A simple rule to exclude under-sampling is
N = drmaxe where rmax is the maximum blur radius in the
target block. Instead, we allowed under-sampling for reducing
computation, but the introduced aliasing is constrained with
two criteria in terms of the sum of squared errors (SSE)

SSEvi =
∑
n,m

(bvi[n,m]− b[n,m])2. (8)

Since the aliasing of over-sampling is mostly inevitable if there
exists some r < N , its worst SSE is used as the first criterion.
In addition, a sufficiently small threshold ε = 10−3 is chosen
as the second criterion. From Fig. 6, the first criterion leads to a
relaxed under-sampling rule, N/rmax ≥ 0.787, which is valid
only for N ≥ 4 by the second criterion. Note that the worst
over-sampled aliasing near f = 1.5 is consistent to the first
side lobe of H(fx, fy). For a continuous and non-decreasing
transition to the simple rule for N < 4, we determined the
selection rule as follows

N =

 drmaxe, rmax < 4
4, 4 ≤ rmax <

4
0.787

d0.787 · rmaxe, otherwise
. (9)

For a large rmax, it saves 32% of rendered views compared
to the simple rule with the same worst SSE due to aliasing.
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Fig. 7. Equivalent representations of the subsampled-by-two defocusing.

D. Multi-Rate Defocusing Approximation

For a large blur, we can approximate it by refocusing in
the subsampled-by-two layer with a half-size blur radius. This
can reduce the refocusing complexity down to only 6.25%
because the number of rendered views V and image size I in
(1) both shrink to 25%. However, the equivalent defocusing
blur will be different from the ideal one as shown in Fig.
7 where GD and GU denote the 2D downsampling and
upsampling filters respectively. It consists of the defocus kernel
B↓2(zn, zm; r) and the aliasing kernels Ei=0,1,2(zn, zm; r).
The former approximates the ideal blur based on the similarity
between B(zn, zm; r) and the lowpass filtered B(z2n, z

2
m; r/2),

and its accuracy is assessed by

SSE↓2 =
∑
n,m

(b↓2[n,m]− b[n,m])2. (10)

The latter part introduces aliasing terms through the bandpass
filtered B(z2n, z

2
m; r/2), and its effect is evaluated by

SSEa =
∑

i=0,1,2

∑
n,m

e2i [n,m]. (11)

These two SSE numbers will get smaller when the lowpass
band of B(z2n, z

2
m; r/2) becomes narrower with an increasing

r as shown in Fig. 8. Note that the approximated b↓2[n,m]
has a larger support and smaller high-frequency components
than the ideal b[n,m] due to the cascade of GD and GU .
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Fig. 8. Examples of subsampled-by-two defocusing blurs. The 1D case is
presented for clarity, so there is only one aliasing kernel E(z).

TABLE I
OPTIMIZED 2D FILTER PARAMETERS FOR SUBSAMPLED DEFOCUSING

r βD θ SSE↓2 SSEa
2.0 0.00 0.19π 4.3× 10−3 1.4× 10−3

2.5 0.61 0.26π 1.6× 10−3 7.4× 10−4

3.0 1.28 0.26π 6.7× 10−4 1.4× 10−4

3.5 1.44 0.27π 3.0× 10−4 5.3× 10−5

4.0 1.49 0.28π 1.3× 10−4 3.0× 10−5

E. Filter Design for Multi-Rate Defocusing and Selection Rule
of Subsampled Layer L

For efficient implementation, we adopted separable GD

and GU , so only their 1D kernels are considered. Short taps
are preferred for supporting small r, so we used seven-tap
Kaiser windows of parameters βD and βU to multiply the
half-band sinc(x/2). To avoid high-frequency artifacts after
upsampling, we set βU = 2.17 such that GU (−1) = 0. Then
we jointly optimized the lowpass filter GD and the aperture
filter a(u, v; θ) by minimizing SSE↓2 for each r. The result
is shown in Table I, and the accuracy gets better for larger r
as expected. Finally, we used the same threshold ε = 10−3 to
determine if the subsampled defocusing can be applied. As a
result, r = 3 was selected as the criterion, and the optimized
parameters were chosen as βD = 1.28 and θ = 0.26π.

Let rmin be the minimum blur radius in the target block.
Then we determined the selection rule of the subsampled layer
L, i.e. ↓ 2L, as follows

L =

 2, rmin/2 ≥ 3
1, 3 ≤ rmin < 6
0, otherwise

, (12)

where subsampling-by-four (L = 2) is simply a cascade of
subsampling-by-two (L = 1), and at most two subsampled
layers are allowed in this paper. For purely defocused regions
of sufficiently large rmin, the multi-rate refocusing can effec-
tively accelerate by up to 16x (L = 1) or 256x (L = 2).

IV. FAST VIEW INTERPOLATION FOR STAR-SHAPED
LIGHT FIELDS

For infocus-defocus hybrid blocks with a small rmin and a
large rmax, thousands of rendered views could be required to
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retain photorealistic quality. This defies the usage of complex
view interpolation methods which mostly have sophisticated
hole filling and irregular memory access. In the following, we
will introduce our computation-efficient algorithm which has
simple 1D line-scan operations and efficient extension to a 2D
aperture for sparse star-shaped light fields.

A. Center-Based 1D Line-Scan View Interpolation

Using conventional methods has two complexity issues.
First, they usually need disparity maps for all the captured
views, which increases storage requirement and computing
resource. Second, they use complex hole filling to enhance
visual quality for occluded pixels which, however, will be
averaged for refocusing and thus barely visible. For addressing
these issues, we devised a center-based line-scan method
specifically for refocusing. It uses only the center disparity
map and applies simple hole filling.

Consider the view interpolation at horizontal grids which
is performed line-by-line for each rendered view. The center
view at u = 0 and a captured right view at u = ur > 0
are used to interpolate rendered views at u ∈ (0, ur]. The
center-based line scan consists of two major steps as shown
in Fig. 9: 1) implicitly shifting the right view for the target
dt by changing pixel indexes without additional computation;
2) scanning the pixels in the center view from right to left
in one single pass without z-buffering, as the i0 to i8 in Fig.
9, to calculate rendered pixels by forward warping and hole
filling. Note that the case for left views u < 0 can be derived
by symmetry.

The first step above is for generating rendered pixels at
integer positions such that they can be directly averaged for
refocusing without additional pixel shifts. The second step
simplifies the view interpolation in two respects. First, the
forward warping always copies pixels from the center view
(red point) for sharp infocused images. Second, for the hole
filling we simply assume that the occluded region (green cross)
is connected to its right neighbors, i.e. its disparity is estimated
from the closest non-occluded pixel on the right.

Quality assessment. Fig. 10 shows an example of refocusing
with a 1D aperture for clarity. The proposed line-scan method
sometimes causes streak artifacts in the rendered views when
the assumption for hole filling does not hold. However, the
refocused image shows no obvious trace because the streaks all
appear in the occluded regions and are averaged for refocusing
with the objects occluding them.

Speed assessment. Our 1-D line-scan implementation is
written in C++ and compared to the benchmark VSRS-1D-
Fast in 3D-HTM 10.0 [25] which is optimized as an efficient
view synthesis tool. Note that for each rendered pixel VSRS-
1D-Fast needs to generate eight additional pixels because
of the upsample-by-four processing and the two generated
views from left and right viewpoints. Also, it requires many
additional operations, including upsampling, downsampling,
and reliability-based combination. In contrast, our line-scan
method uses simple operations for each rendered pixel directly.
Table II compares the computation throughputs for selected
5×1 light field subsets (detailed light-field information given

TABLE II
SPEED COMPARISON FOR 1D VIEW INTERPOLATION WITH N = 16 USING

5×1 LIGHT FIELD SUBSETS (SINGLE-THREAD 3.4 GHZ CPU)

(a) SSLF-5 (b) SSLF-9 (c) SSLF-17

(d) 2D aperture extension for SSLF-17

Fig. 11. Star-shaped light field (SSLF) configurations and 2D aperture
extension from the line-scan view interpolation. (a) 5 views: center view
at (u, v) = (0, 0) and four views at (±1, 0) and (0,±1). (b) 9 views:
four additional views at (±1,±1). (c) 17 views: eight additional views at
(±0.5, 0), (0,±0.5) and (±0.5,±0.5). (d) Extends the 1D line scan to a
triangular aperture using three different view types. A full 2D aperture is then
composed of eight such triangles by symmetry.

in Table III). For VSRS-1D-Fast, we generated the corre-
sponding 5×1 disparity maps in advance and interpolated each
rendered view using the closest two available views. Since
our software processes the RGB format (one pixel has three
samples) and VSRS-1D-Fast works on the YUV 4:2:0 format,
the throughput is normalized to sample/s for comparison. The
line-scan method shows a stable speed gain across light fields
of different characteristics. In summary, it can provide at least
30x speedup with good refocusing quality compared to VSRS-
1D-Fast.

B. 2D Aperture Extension for Star-Shaped Light Fields

The above line-scan method has two benefits: simple op-
eration and regular data access. For preserving these benefits
when extending to a 2D aperture, we targeted the star-shaped
light fields (SSLF) as shown in Fig. 11 where SSLF-5/-
9/-17 denote the configurations of five, nine and seventeen
views respectively. Regarding view interpolation for vertical
or diagonal parallax, we rotated the images by 90◦ or 45◦ such
that the parallax becomes horizontal and then applied the same
1-D line scan in Fig. 10. Note that for 45◦ rotation we generate
a new image in which each horizontal line includes one
corresponding diagonal line of the original image. Therefore,
all rotation operations in this paper are lossless.

For SSLF-17, the center-based line scan is first extended
for a triangular aperture with three different types of rendered
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Fig. 9. Center-based 1D line-scan view interpolation using the center view at u = 0 and the right view at u = ur > 0. For intermediate rendered views
between them (on the trajectory of the solid black line on the left side), only the disparity of the center view is required. Such asymmetry is represented by
the endpoints of the solid line: the square mark is for the center view and the arrow for the right view.

Refocusing by the center-based line-scan method Refocusing by VSRS-1D-Fast

Fig. 10. Horizontal 1D aperture refocusing by view interpolation for the 5×1 light field subset of Tsukuba; r = 19.5 and N = 16 (left: refocused image;
middle: cropped image; right: cropped rendered view at u = −11/16). Both refocused images show good quality without obvious artifacts. The proposed
line-scan could generate rendered views with streak artifacts, as highlighted in the red circles, but they get blurred and unnoticeable in the refocused image.

views. Type A is 1D interpolated from the center and right
views, and the disparity map is also generated (in a similar
way) for later use. Type B is 1D interpolated from the center
and top-right views using diagonal parallax. Then Type C is
generated from Type A (as the center view) and Type B using
vertical parallax, which fills the triangular aperture. Finally, a
full 2D square aperture can be composed of eight symmetric
triangles, and any aperture shape can be formed by skipping
unnecessary views. For the lower-storage SSLF-9 and SSLF-
5, we interpolated the missed views to form an SSLF-17 and
then applied the same procedure as above.

V. BLOCK-BASED MULTI-RATE REFOCUSING

The conventional view-interpolation refocusing is applied
on a frame-by-frame basis, and the parameter N then depends
on the maximum blur radius rmax of the whole image.
Therefore, the complexity is high and seems unnecessary
in infocused regions that have small blurs. Therefore, we
proposed a block-based processing flow to adapt to local blur
statistics (similarly to the adaptive image blurring). Also, we
included multi-rate layers to reduce computation for purely
defocused regions with large rmin. Note that an extended
border is required for each block to generate correct image
pixels because outside pixels could splat their defocus blurs
inwards. This computation overhead will also be considered.

The proposed processing flow is shown in Fig. 12 where
five possible sizes of refocusing blocks (RB) are allowed
(256×256−16×16). The whole image is processed by scan-
ning the largest refocusing blocks (LRB) in a zig-zag scan
order. The block-based refocusing is applied to the most
computation-efficient LRB partitions. In the following, we
will introduce the key components of the proposed flow:

variable-size block analysis, timing-based partitioning, and
layer-dependent deblocking.

A. Variable-Size Block Analysis

For estimating the complexity of each RB, we need to know
its refocusing parameters: the extended border width W and
height H , subsampled layer L, and interpolation number N .
However, there is a complexity tradeoff between searching
the extended borders and the refocusing based on them. By
examining each pixel in a sufficiently large neighborhood of
each RB, the smallest borders can be found but the complexity
is high. On the contrary, the whole-image rmax can be used for
a quick guess, but the over-estimated borders cause significant
computation overhead for refocusing. To balance the tradeoff,
we proposed a fast border search method as follows.

Our method has two ingredients to accelerate the search.
The first one is an indirect block-by-block approach for exam-
ining the blur splatting distance. For example, for each block
we can record its maximum inside border which can splat to
the right block and the maximum splatting distance to the right
as shown in Fig. 13(b). Then the blocks on its right can use this
information to find out their left extended border. Therefore,
each target block can determine its extended border efficiently
by aggregating such information from four directions. The
key of acceleration here is that only two numbers are used
to summarize the splatting effect for each block boundary.
However, this also causes ambiguity of the border, and the
resolution is the block size used for the examination. In this
paper, we set the size to 8×8 for its balanced performance. The
second ingredient for acceleration is the hierarchical merging
shown in Fig. 13(c). In this way, the borders of all the RBs at
the layer L = 0 can be determined recursively based on those
of the 8×8 blocks.
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Fig. 12. Proposed block-based multi-rate refocusing flow. W0 and H0 denote the extended block width and height for layer L = 0.

(a) (b)

(c)

Fig. 13. Border search for RBs. (a) Defocus blurs from other blocks may
affect the target block. (b) The extended border of the target block equals to
the maximum inside border of neighbor blocks. (c) The border of a large RB
can be constructed by its four corresponding half-size RBs.

Given the border of each RB, the subsampled layer L
is derived by substituting the local rmin to (12). Then the
interpolation number N is derived by substituting the local
maximum blur radius at the layer L, rmax/2

L, to (9). Finally,
the extended block border width W and height H at the layer
L is derived by the previously determined border at the layer
L = 0.

B. Timing-Based Quadtree Block Partitioning

Larger RBs tend to include infocus-defocus hybrid bound-
aries which cause significant computation loading. In contrast,
smaller RBs use local statistics more adaptively to save
computation but suffer more from the overhead of the extended
borders. To find the best LRB partition, we proposed to first

estimate the computation complexity of each RB and then
perform quadtree partition optimization.

For simplifying the estimation, we assumed the complexity
of the 1D line-scan view interpolation is proportional to the
total number of rendered pixels PS :

PS =WS ·HS · VS , (13)

where WS and HS are the effective border width and height,
and VS is the number of rendered views. This assumption
can be verified by the results in Table II which shows the
throughput of the 1D line scan is stable for different light
fields. Then for 2D-aperture refocusing we considered the
three different types of rendered views separately. A multiple
linear model was used to estimate the execution time t for one
RB by

t = kAPA + kBPB + kCPC , (14)

where the three variables, PS=A,B,C , denote the total numbers
of rendered pixels for the Type A, B, and C rendered views,
and the kS=A,B,C are the corresponding parameters. Note that
the run-time overhead of upsampling was found negligible
compared to view interpolation and thus ignored in this model.

For multiple regression analysis, we performed block-based
refocusing on the light field Tsukuba with many configura-
tions: (W,H) ranges from (8, 8) to (184, 184), and N from
1 to 16. The measured run times were used for the analysis,
and the parameters were derived as (R2 = 0.998)

kA = 95.5, kB = 8.3, kC = 15.3 (ns/pixel). (15)

To verify the accuracy, we also applied these parameters to
estimate the run times of the same configurations for light
fields Lego Knights and StillLife. The tested R2 values are
0.999 and 0.998 respectively, which shows the robustness of
this model for light fields of different characteristics.

The complexity of each RB can then be estimated using
the linear model and the derived PA,B,C from its refocusing
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(a) (b) (c)

Fig. 14. Block effect for mismatched subsampled layers L. (a) Partitioned
RBs: red for L = 0 and blue for L = 2. (b) Block artifacts at boundaries
between different L, especially around the yellow can. The white circles
denote the pixel intensities across such a boundary. (c) Block artifacts removed
by the proposed deblocking filter.

parameters. The quadtree partition of one LRB is optimized by
bottom-up splitting from 32×32 to 256×256. For each 32×32
RB, it will split into its four child 16×16 RBs if its complexity
is larger than the sum of those of its child RBs; otherwise, it
will be retained. Such RB splitting is performed recursively
until the LRB 256×256 is reached. Note that the variable-
size block analysis and this quadtree partitioning only induce
negligible computation overheads.

C. Layer-Dependent Deblocking Filter

Mismatched L and N at RB boundaries could lead to block
artifacts. This possibility has been reduced by limiting the
difference between defocusing filters with the small threshold
ε when choosing them. However, the longer taps of the
subsampled defocusing filters, as indicated in Fig. 8, could
still introduce visible abrupt changes at boundaries. Fig. 14
shows an example for such artifacts with mismatched L.

Inspired by the adaptive deblocking filter in H.264/AVC
[31], we used a similar deblocking flow which handles
horizontal boundaries first and then vertical ones. For al-
leviating the abrupt changes, we devised a deblocking fil-
ter with linear interpolation as shown in Fig. 15 where
{p3, p2, p1, p0, q0, q1, q2, q3} denote the boundary pixels on
two sides. In the following, we assume the RB containing
the pixels pi uses a higher subsampled layer, i.e. Lp ≥ Lq;
for Lp < Lq , the process is similar by symmetry. A strong
filter is used to smooth the longer filter taps for Lp = 2 by
applying linear interpolation between pixels p0 and q3. To
avoid affecting natural edges, it is applied only if the edge
is considered artificial when all following conditions hold

|p0,c − q3,c| < β, c ∈ {r, g, b}, (16)

where the subscripts r/g/b denote the R/G/B components, and
the value of β is set to 35 in this paper. Similarly, a weak filter
could be applied between p0 and q1 with conditions:

|p0,c − q1,c| < β, c ∈ {r, g, b}. (17)

With the proposed layer-dependent deblocking filter, the block
artifacts can be greatly reduced as shown in Fig. 14(c).

VI. EXPERIMENTAL RESULTS

Subjective assessment will be presented first to confirm the
photorealistic refocusing quality for using view interpolation.
Then objective comparisons in terms of peak signal-to-noise

Fig. 15. Layer-dependent deblocking filter using linear interpolation. Left:
Example of boundary pixels for which the left RB is refocused at a higher
layer (Lp) than the right (Lq). Right: Decision flow for the deblocking filter.

ratio (PSNR) and computing speed will be given to evaluate
the performance of the proposed refocusing method. The
block-based multi-rate flow will also be profiled in detail to
break down the quality-complexity tradeoff. In addition, more
refocusing results presented in video are available online1.

A. Test Configurations

Three variants of the proposed method were used:
1) Block-based: using the block-based multi-rate flow on

SSLF-17(default)/-9/-5;
2) Frame-based: using frame-based view interpolation on

SSLF-17 with N selected by (9) for purpose of compar-
ison;

3) Benchmark: using frame-based view interpolation with
N = 2 · drmaxe as an objective quality benchmark.

We implemented them all in C++, and the programs ran on
a single-thread 3.4 GHz CPU with 8 MB cache. The image
blurring method was also implemented for comparison.

Fourteen light fields, as summarized in Table III, were
tested, and the center views and disparity maps are shown in
Fig. 16. Note that the disparity range, which determines the
largest rmax, is a key factor for the computation complexity.
In addition to standard datasets, two of the light fields were
captured by the DragonFly camera in [16], four by the
commercial Lytro ILLUM camera, and two rendered by the
ray-tracing software pbrt2. For detailed realisticity, we used
center disparity maps of sub-pixel precision. If not available,
we derived them by applying multi-baseline stereo matching
to the light fields.

B. Subjective Quality

1) Comparison with ray tracing: The pbrt source code was
modified to use the aperture filter derived in Section III-E. To
generate refocused images as ground truth, we rendered 256
and 512 samples per pixel for DOF-Dragons and Microcity
respectively. The results are shown in Fig. 17. The refocused
images by the proposed method show very similar visual
quality to the ground truth images, while those by the image
blurring have obvious boundary artifacts.

1http://www.ee.nthu.edu.tw/chaotsung/blockbased refocus
2http://www.pbrt.org

http://www.ee.nthu.edu.tw/chaotsung/blockbased_refocus
http://www.pbrt.org
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Fig. 16. Center views and disparity maps (in MATLAB jet color table) of the tested light fields. First row: Tsukuba, Car, and Potato. Second row: Horses,
Medieval, and StillLife. Third row: DOF-Dragons and Microcity. Fourth row: Lego Knights, Lego Truck, and Camera. Fifth row: Girl and Pigeon, Kid and
Cat, and Kid and Ball.

pbrt

Block-based,
SSLF-17

Image
blurring

Fig. 17. Refocused images (ut = 1, dt = 0) for DOF-Dragons (left column) and Microcity (right column). The PSNR values for the block-based refocusing
and the image blurring are 39.9 dB and 38.1 dB respectively for DOF-Dragons, and 43.0 dB and 39.2 dB respectively for Microcity. These PSNR values are
calculated with respect to the pbrt ground-truth images.
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TABLE III
LIGHT FIELD TEST SET

2) Comparison with TLFR: The TLFR source code3 pro-
vided by the authors was used for comparison. For using
the software, we converted the SSLF-17 and the disparity
map into the required format with 17 samples per pixel. The
proposed refocusing can achieve similar depth-of-field effect
with much less computation as shown in Fig. 2. In particular,
the TLFR is designed for stochastically sampled inputs but not
for the regularly and sparsely sampled light fields as our target
system. For the challenging scene Tsukuba which has complex
occlusion near thin objects, it introduces obvious artifacts near
the lamp stand as shown in Fig. 18. The image blurring method
also has serious artifacts for it.

3) Comparison with real pictures: We captured photos
using a Panasonic GF2 camera with a similar field of view
of the light field Car and then refocused the light field with a
similar-size aperture (ut = 0.43). The images are compared in
Fig. 19 which shows that the proposed refocusing can deliver
photorealistic depth-of-field effect as a real camera.

4) Comparison with Lytro Desktop: We compared our re-
focusing results to the commercial software Lytro Desktop4 in
Fig. 20. While the Lytro Desktop applies complex algorithms
on the dense light fields captured by ILLUM, the proposed
method can achieve similar quality using sparse SSLFs, espe-
cially for the infocus-defocus hybrid regions. Note that some
artifacts appear near object boundaries when the disparity is
not accurate enough, e.g. the cheek of the kid in Fig. 20.

C. PSNR Comparison (w.r.t. Ray Tracing)

In the following, the distortions induced by the fast refocus-
ing methods will be evaluated in terms of PSNR. Compared to

3http://groups.csail.mit.edu/graphics/tlfr
4https://illum.lytro.com/desktop

DOF-
Dragons

Microcity

Fig. 21. PSNR (w.r.t. pbrt) vs. target disparity (dt) for refocused images
(ut = 1) of light fields DOF-Dragons and Microcity.

the pbrt ground-truth images for DOF-Dragons and Microcity,
the frame-based refocusing can achieve above 42 dB and
the block-based refocusing mostly above 40 dB as shown in
Fig. 21. The image blurring method is also compared and
constantly has the worst PSNR.

D. PSNR Comparison (w.r.t. Benchmark Configuration)

The ground-truth refocused images for other tested light
fields are not available. For purpose of general evaluation, we
used the benchmark configuration in Section VI-A as the basis
for calculating PSNR in the rest of this paper. This choice is
based on its great quality at object boundaries and nearly ideal
blurring for defocused regions.

Detailed results for three selected light fields are shown
in Fig. 22. The PSNR values of the frame-based refocusing
are far above 50 dB; therefore, the selection rule of N in
(9) causes only negligible distortions. Regarding the block-
based refocusing on SSLF-17, the PSNR values are mostly
above 45 dB, and this shows that the subsampled refocusing
delivers very similar results compared to the original one. For
the image blurring method, boundary artifacts contribute most
of the distortions. Therefore, its quality is highly related to
disparity characteristics of the tested scenes. For example,
the PSNR is below 35 dB for Tsukuba which has complex
occlusion but can be above 45 dB for Camera which has
smooth depth transition.

The cases of applying block-based refocusing on the low-
storage SSLF-9 and SSLF-5 were also tested. The PSNR drops
compared to SSLF-17 are shown at the bottom of Fig. 22.
The results are also scene-dependent due to the similar reason
for the image blurring, i.e. lacking of background information
for correct hole filling. In particular, the worst cases occur
when highly occluded background or objects are infocused.
For example, refocusing at dt = 9.5 (background) for the
SSLF-5 of Tsukuba leads to a 1.8 dB drop; but it is hard to
tell as shown in the bottom row of Fig. 18.

http://groups.csail.mit.edu/graphics/tlfr
https://illum.lytro.com/desktop
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TLFR Block-based, SSLF-17 Block-based, SSLF-5 Image blurring

Fig. 18. Refocused images (ut = 1) for Tsukuba at the lamp (top row, dt = 27.5) and the background (bottom row, dt = 9.5).

GF2, 18-mm, f/4.3 Block-based, ut = 0.43 GF2, 18-mm, f/4.3 Block-based, ut = 0.43)
(focused at foreground) (focused at foreground) (focused at background) (focused at background)

Fig. 19. Similar depth-of-field effect for real pictures captured by GF2 and refocused images by block-based refocusing on Car.

To summarize the scene-/disparity-dependent behaviors in
few numbers, we calculated the expected values of PSNR over
the distributions of the target disparity values dt for each scene.
The frequency weighting can highlight the quality derived by
focusing at major objects in the scene, e.g. the kid or cat in Kid
and Cat. Also, it can remove outlier cases in which nothing is
infocused or simply the dt is out of the disparity range. The
results are summarized in the left columns of Table IV. The
average numbers over the fourteen tested light fields are also
given for different apertures sizes (ut = 1, 0.5, 0.25), and the
block-based refocusing shows stable and great performance
constantly. Note that on average the SSLF-5 delivers very
similar results compared to SSLF-9, which indicates a strong
incentive to use SSLF-5 for saving storage.

E. Speed Comparison

Fig. 23 shows the run-time details for the three selected
light fields. The run times of the frame-based refocusing
and image blurring both appear in convex lines along the
target disparity. This reflects the fact that their computation
complexity is quadratically proportional to the (maximum)
defocus blur radius. In contrast, the results for the block-
based refocusing are highly dependent on the disparity and
scene characteristics. Note that the run times for SSLF-9 and
SSLF-5 are nearly the same as those for SSLF-17 because the
additional computation is merely interpolating few views.

For the Camera with smooth transition, the infocused RBs
have small interpolation numbers N and the defocused ones
are mostly accelerated by subsampled refocusing at L = 2.
Therefore, the speedup over the frame-based refocusing is
quite significant and up to 34.4x on average. For the Kid and
Cat, many RBs can be well accelerated as the case of Camera.
But when focusing at the kid or cat, the RBs at infocus-defocus
boundaries occupy lots of the computation time because L = 0
is assigned for the infocused parts and large N is used for the
large disparity difference. As a result, the speedup is 7.1x on
average. Note that the block-based refocusing will run very fast
if all of the objects are defocused, e.g. dt = 24 for Camera
and dt = 4 for Kid and Cat, because nearly all RBs use
L = 2 for acceleration. For a fair comparison, these cases
are considered as outliers by using the expected values of
run times over the distribution of dt to calculate the average
numbers. For the complex scene Tsukuba, the block-based
refocusing only improves computing speed slightly because
most of RBs belong to infocus-defocus hybrid regions.

The results of all the tested light fields are summarized in
the middle columns of Table IV. Most of the computation
time of the block-based refocusing is contributed by the RBs
refocused at the original layer L = 0. Moreover, since L =
2 only occupies less than 7.2% of the run time on average,
this suggests that L = 2 is sufficient and a higher L = 3
will not improve the speed too much. The speed advantage of
the proposed block-based refocusing is demonstrated in terms
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Lytro Desktop, f/2 Block-based, ut = 1 Lytro Desktop, f/2 Block-based, ut = 1

Fig. 20. Refocusing results for Lytro Desktop on dense light fields and the proposed refocusing on sparse SSLF-17 of Camera (left) and Kid and Cat (right).
The images in the top row are refocused at foreground, and the ones in the bottom row refocused at background.

Fig. 22. PSNR (w.r.t. benchmark configuration) vs. target disparity (dt) for refocused images (ut = 1) of light fields Tsukuba (left), Camera (center), andKid
and Cat (right). The dotted histograms represent the possibility mass functions of discrete disparity values. The disparity maps in the top row are drawn using
the MATLAB jet color table from blue (far) to red (near), and the curves in the bottom row are shown in terms of 4PSNR for the block-based refocusing
on SSLF-9 and SSLF-5.

TABLE IV
PSNR (W.R.T. BENCHMARK CONFIGURATION) AND SPEED COMPARISON
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of the run time ratio. For the large aperture ut = 1, it can
achieve a 9.7x speedup on average compared to the frame-
based refocusing and can be 1.6x as fast as the image blurring.
The advantage becomes less for a smaller aperture, but in that
case the run time is also faster and becomes a less important
issue. Also, the speedup is more significant for light fields
of higher resolution because it is easier to use larger RBs
for saving computation. Therefore, the proposed block-based
refocusing is in particular useful for the challenging task of
large-aperture refocusing for high resolution images.

F. Block-Based Multi-Rate Flow Profiling

The performance of the proposed flow is profiled in the
right columns of Table IV. Compared to the naive frame-
based refocusing, the block-based refocusing adds three in-
gredients sequentially for acceleration. First, the block par-
titioning adapts to local blur statistics for infocused regions
and provides a stable speed gain around 2x across different
light fields and aperture sizes. Second, the subsampled-by-two
refocusing (L = 1) accelerates defocused areas and boosts
the most computation speed, e.g. up to 8.2x for Camera and
3.4x on average for ut = 1. The speed gain becomes less
for a smaller aperture due to smaller blurs. Finally, the further
subsampled-by-four refocusing (L = 2) only helps when there
are large blurs. The trend of PSNR drops is similar to the speed
gains, which shows the quality-speed tradeoff for accelerating
the refocusing.

VII. DISCUSSION

A. Limitations

Scene-dependent performance. The proposed block-based
refocusing can efficiently accelerate the processing of the
scenes having smooth depth transition, such as Camera and
Kid and Ball. The performance is less efficient for the scenes
with distant objects or complex occlusion, like Kid and Cat
and Tsukuba. The computation is dominated by the RBs
at infocus-defocus boundaries which have large interpolation
number N and refocus at the original layer L = 0. Although
the fast line-scan method was proposed for accelerating the
view interpolation, these RBs still become the computation
bottleneck.

Disparity accuracy. The image quality of the proposed
method highly relies on accurate center-view disparity maps,
especially for the object boundaries. Although stereo matching
is beyond the scope of this paper, some boundary issues
of the disparity maps need to be solved for photorealistic
refocusing quality. Fig. 24 shows such an example. The HCI
disparity map of StillLife was generated from a ground-truth
3D model, but it has zig-zag boundaries for the wooden ball.
Some boundary pixels of the ball are assigned the wrong
disparity values of the background curtain. As a result, the
refocusing based on this disparity map causes those boundary
pixels to be isolated in the defocused blurs of the ball.
To address this issue by enhancing disparity edges between
objects, we applied a bilateral weighted median filter for which
the adaptive range weight is calculated by the pixel differences
of hue and saturation in HSV domain. The resulting refocused

Texture HCI disparity map WMF refined map

Fig. 24. Pixel isolation effect (cropped images of StillLife). The HCI disparity
map has zig-zag boundaries for the wooden ball, and this results in some
isolated pixels of the ball which should be defocused. After being filtered by
a weighted median filter (WMF), the disparity map has a smooth boundary
and thus reduces the artifacts.

images thus look more natural. For more details about how the
disparity could affect refocusing quality, the reader is referred
to [32].

Bokeh. The shallow depth-of-field effect on point light
sources is considered as bokeh. In particular, good bokeh
appears when the aperture filter is close to a uniform disc, e.g.
long telephoto lenses. However, in this paper the aperture filter
needs to be bandlimited to enable the subsampled refocusing.
As a result, its filter kernel has fast fall-off boundaries;
therefore, good bokeh cannot be simulated by the proposed
multi-rate refocusing.

B. Possible Extensions

In this paper, we introduce a block-based multi-rate pro-
cessing flow for refocusing, and this system can be extended
for different purposes. For example, the image blurring can
replace the view interpolation for an ultra fast refocusing
system. Or the lowpass filters GD and GU can be redesigned
for an aperture filter of less fall-off to provide more obvious
depth-of-field effect. To further resolve the computation bot-
tleneck of infocus-defocus hybrid RBs, we may also modify
the layered processing in [28] for light fields and then make
it a new refocusing mode at the layer L = 0. It is possible
because many such RBs are partitioned into small-size blocks
in the proposed flow, and each of them may contain a simple
disparity distribution with few significant bins to enable the
layered processing. Moreover, the proposed refocusing flow
can be extended to support video applications by considering
temporal continuity in the selection rules of parameters N and
L.

The regular and localized block-based flow is in particular
suitable for hardware acceleration. Unlike [20] and [21] which
rely on expensive and power-hungry GPU, the proposed
method is able to provide a cost-effective and low-power
hardware design for mobile devices. As our future work, we
will implement it into VLSI circuits to enable real-time and
low-power refocusing applications for high-resolution sparse
light fields.

VIII. CONCLUSION

In this paper, we propose a block-based multi-rate refo-
cusing algorithm to provide fast physically-correct refocusing
for sparse light fields. For infocused blocks, it assigns small
interpolation numbers N to avoid unnecessary computation;
for defocused ones, it applies refocusing at subsampled layers
L to greatly reduce the complexity. For blocks at infocus-
defocus hybrid boundaries, view interpolation is adopted to
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Fig. 23. Run time vs. target disparity (dt) for refocused images (ut = 1) of light fields Tsukuba (left), Camera (center), Kid and Cat (right). The timing-
optimized RB partition maps are shown in the top row, and the run time contributions of different subsampled layers for the block-based refocusing are in
the bottom row.

provide photorealistic depth-of-field effects, and the proposed
fast line-scan method can achieve 30x as fast as the benchmark
VSRS-1D-Fast. In addition, the key parameters N and L
are determined systematically by a localized filter analysis to
reduce aliasing and block artifacts. The experimental results
based on fourteen tested light fields demonstrate the perfor-
mance of the proposed method. While maintaining photoreal-
istic refocusing quality, the block-based refocusing can provide
a 9.7x speedup on average compared to the frame-based one.
It also has comparable computation speed compared to the
classical image blurring method. We also believe that this
block-based framework can be extended for different purposes
by including other refocusing methods such as image blurring
or layered processing.
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