Video-Based Face Authentication Using Appearance Models and HMMs
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Abstract—In this paper, we propose a novel face authentication scheme using the Active Appearance Model (AAM) and the Hidden Markov Model (HMM). The proposed face authentication system can be divided into two parts. First, the AAM is used to extract the low-dimensional feature vectors including combined texture and shape information of individual face images. The extracted feature vectors are further classified into several clusters using vector quantization. The clustered feature vectors are then characterized using HMMs to make full use of the temporal information across the face images. After all parameters in the HMMs are calculated, we can dynamically determine the thresholds for face authentication. An iterative algorithm is also proposed to automatically determine a suitable number of HMM states and a suitable number of observation classes to achieve good authentication accuracy. The experimental results show the efficacy of the proposed method.

I. INTRODUCTION

The rapid advance of computing power and multimedia technology has already enabled many images processing applications. Especially, using biometric information for security purposes is an increasing trend. Currently biometric features, including face, speech, iris, fingerprints, and palm prints, etc., have been widely utilized for person identification or authentication. However, when we use fingerprints and palm prints to identify a person, the direct contact of the body will easily cause a source of infection of the epidemic disease. On the other hand, when the instrument infected by sweat, it will also be difficult to preserve and decrease the recognition rate. Although the iris recognition achieves highest rate in the domain of biometrics-based recognition, it will make users uncomfortable since it launches a line of light to scan the eyeballs. Thus, it is only applied to the most secure usage such as military applications. In addition, the use of speech recognition is easier than other recognition methods, but it is often affected by the external noise. Among all biometrics-based recognition methods, face recognition is a natural and convenient method to use. Not only the users will not have any negative feeling in the recognition phase, but the recognition rate is also promising. Thus, it has long been receiving broad attentions in biometrics-based identification and authentication research fields [1][2].

The face recognition methods can be roughly divided into three categories: the feature-based methods [1], the template-based methods [2], and the model-based methods [3]. The feature-based methods are the earliest and intuitive methods. In the training phase, several salient facial features are detected by using a face detector, and the relation of distances between the feature points is taken as the feature vector and stored in the database. In the verification phase, the minimum distance approach is utilized to measure the similarity between the feature vectors of the test image and the trained image. The template-based methods use the entire face template to recognize faces and usually outperform the feature-based approaches. The model-based methods such as Active Shape Model (ASM) based and AAM-based are also popular in recent years. Not only a compact representation is provided for faces by decoupling shapes and textures, effective tracking mechanisms are also presented for capturing the dynamics of deformable objects.

Traditionally, most of previous face identification methods only focus on the single face image. But it is vulnerable to attacks with fake or photoed face pictures. Thus, one way to resolving this problem is to use the face video instead of a single image. Video-based face authentication cannot only be taken as a live verification to prevent fraud, but potentially it can improve the discriminability by making use of temporal information across the video sequence. Several video-based authentication approaches have been proposed recently. The method presented in [4] proposes to use the SVM classifier for video-based face recognition, but it is just a simple voting mechanism similar to image-based recognition with multiple images. In [5] a method using the trained identity surfaces with the multi-view dynamic faces for recognition is proposed. The method presented in [6] instead uses a trained probabilistic appearance manifold with a set of rotation faces. Although these methods all use the temporal information across a video sequence, the information of face rotation is not a good password for face authentication. This password is not secure since the action of face rotation can be easily seen by others and the degree of freedom is small. Tang and Li proposed to segment video according to speech alignment [7]. Face features are extracted separately from each video segment for face authentication. This approach uses the temporal information across a video sequence, but dynamics is still not fully explored. Liu and Chen used adaptive HMMs to learn the
dynamics of face rotation sequences [8]. This paper shows that the HMM can be successfully applied to model temporal information, but the behavior of long-term unintentional face rotation may not be suitable for most face authentication applications. Based on aforementioned observations, we propose a new video-based face authentication by using appearance models for feature representation and the HMM for exploring the temporal feature models.

The rest of this paper is organized as follows. In Sec. 2, we briefly describe AAM and HMM that form the foundation of this work. The proposed video-based face authentication scheme is elaborated in Sec. 3. Preliminary experimental results are presented in Sec. 4. Finally, Sec. 5 concludes the paper.

II. REVIEW OF AAM AND HMM

The concept of Statistical Appearance Model (SAM) was proposed in [9]. It can model both the shape and texture of an image of an object. The models are generated by combining a model of shape variation with a model of the texture variation in a normalized frame, and it is usually used to synthesize a complete image of an object or structure. The shape and the shape-free texture of a face can be extracted using the statistical appearance models, and the shape-free texture means that the texture of a face is not dependent on the shape of a face. Fig. 1 shows that each training example can be split into a set of landmark points and a shape-free texture patch. Alternatively, some methods like Eigenfaces or Fisherfaces are only used to extract the lower dimensional texture to interpret a face, but discarding the shape information which is also very useful to interpret a face.

![Set of Points](Image)

**Fig. 1. A set of points and the shape-free patch of a face [9].**

AAM [10][11] is an extension to the ASM. Instead of manually selecting feature points in SAM, it is used to extract the representative features of the object in an image automatically. The appearance model is built based on a set of labeled images, where the landmark points are marked on each face. After labeling all the sample images, the Procrustes analysis is utilized to align each face according to a mean shape. Principal Component Analysis (PCA) is then applied to effectively reduce the dimensionality for both shapes and shape-free textures. Thus, the shape $x$ and texture $g$ of a face image can be represented by a compact feature vector $c$ as

$$x = \bar{x} + Q_x c$$

$$g = \bar{g} + Q_g c$$

where $\bar{x}$ is the mean shape, $\bar{g}$ is the mean of shape-free texture, and $Q_x, Q_g$ are matrices describing the modes of variation derived from the training set [11].

The Hidden Markov Model (HMM) is a statistical model used to characterize a signal as a parametric random process. In past ten years, the HMM approach has been successfully and widely used for many applications because the models are very rich in mathematical structure. In the speech recognition domain, Rabiner [13] proposed the approaches for speech recognition by using HMM. The method proposed in [14] uses the embedded HMM for facial expression. In the face recognition domain, Liu proposed an approach for video-based face recognition by using adaptive HMM [8], and each HMM is adapted with the test video sequence.

An HMM can be viewed as an unobservable Markov chain with a finite number of states. An HMM can be described by a transition probability matrix $A$, an initial state probability distribution $\pi$, and a set of probability density functions for observations $B$. Fig. 2 shows the diagram of HMM with three states.

![3-state left-right HMM](Image)

**Fig. 2. A 3-state left-right HMM.**

III. PROPOSED VIDEO-BASED FACE AUTHENTICATION

A. System Overview

Fig. 3 shows the block diagram of our proposed face authentication system. The proposed scheme can be divided into two steps. First, the features are extracted by using the appearance models. Second, the AAM parameters are classified by HMM for authentication. During the authentication process, the user is asked to show his/her front face to the camera and say a secret password. A face video with mouth motions corresponding to the secret password is captured for authentication. At the first stage, a skin-color-based face detector is used to locate the face region which is used to determine the initial AAM shape model. Based on the initial model, an iterative AAM mode refinement algorithm is performed to locate accurate feature point locations as well as to extract the low dimensional features of each face image. The model parameters of all face images in a video sequence are then clustered using vector quantization to obtain a reduced number of observation vectors. These observation vectors are fed into a set of HMM classifiers to decide whether the incoming face sequence matches the features of an authorized user.

![Block diagram of the proposed face authentication system](Image)

**Fig. 3. Block diagram of the proposed face authentication system.**

In this work, we propose an adaptive scheme to determine the thresholds in authenticating a face. We also propose an iterative algorithm with a set of training sequences to determine a suitable
hidden state number in HMM and a suitable class number of observations.

B. Face authentication Using HMM

As shown in Fig. 3, the sequences in the database are divided into two sets: one set for training and the other for testing. In the training stage, we first extract the features of each training face image and use these features to construct an appearance model. The appearance parameter \( \mathbf{A} \) in (1) can then be easily obtained by using this model. After all the appearance parameters are computed, we use a vector quantizer to separate these feature vectors into \( N \) clusters. Thus, we can obtain all the observations \( \mathbf{O} \), and each training face image sequence can be represented as a symbol sequence. Finally, we use these symbol sequences for training the HMM.

When we train the HMMs, a transition probability matrix \( \mathbf{A} \), an initial state probability distribution \( \mathbf{B} \), and a probability density function \( \pi \) need to be initialized. Here we set the initial value of \( \pi = [1,0,0,\ldots,0] \), because the left-to-right HMM is suitable for our application. We then use the training symbol sequences and the Expectation Maximization (EM) algorithm to calculate the final parameter vector \( (\mathbf{A}, \mathbf{B}, \pi) \) of each trained HMM. After the face authentication system is built, we need to determine the parameters of HMM. Finally, we use the test sequences with the trained HMM parameters to test the system and check if the system is stable for face authentication.

C. Determining the HMM model parameters

While testing the face authentication system, we need to determine a suitable threshold \( TH \), the hidden state number \( S \) in HMM, and the class number of observations \( C \). The threshold \( TH \) for face authentication is first considered. Taking Fig. 4 as an example in which four persons are involved in the database, “A-A” is a sequence which represents person A says A’s password; “HMM A A” represents a pre-trained HMM obtained from training by a number of “A A” sequences; \( p_1 \) is the probability that is computed from using the “A A” sequences to test the trained “HMM A A” model. In order to find a suitable threshold for “HMM A A,” the probabilities, \( p_1, p_2, p_3, \) and \( p_4 \) are calculated first. The “HMM A A” model has to accept “A A” and reject “A B,” “A C,” and “A D.” Thus, the threshold for “HMM A A” must be higher than the value \( \log(p_1) \) and lower than the values, \( \log(p_2), \log(p_3), \) and \( \log(p_4) \). We can roughly separate these log-probabilities into two classes. The log-probability (i.e., \( p_1 \)) in the first class must be accepted by “HMM A A” and the other class of log-probability values (e.g., \( p_2, p_3, \) and \( p_4 \) ) must be rejected for “HMM A A.” We can then compute the mean values, \( \mu_1 \) and \( \mu_2 \) of the corresponding classes, respectively. The difference between \( \mu_1 \) and \( \mu_2 \) is also calculated. In our method, 25 equally spaced thresholds are determined as shown in Fig. 5. Finally, the following iterative algorithm with these 25 thresholds is performed to find a suitable state number of HMM and a suitable class number of observations.

Step 1. Set an initial state number.

Step 2. Given the fixed state number, change the class number and the threshold in order, and then use the training sequences to test each HMM. We can find a best class number according to the ROC curve.

Step 3. Use the result obtained in Step 2 as the fixed class number. Change the state number and the threshold in order, and then use the training sequences to test each HMM. We can find a best state number according to the ROC curve and use it to update the state number.

Step 4. Repeat Step 2 and Step 3 until the state number of HMM and the class number of observations converge.

IV. EXPERIMENTAL RESULTS

We constructed a database which contains 128 face sequences (64 training sequences and 64 test sequences) with about 4500 images. Totally 16 HMMs were trained for face authentication. Fig. 6 illustrates a few sample face images of our database which involves four different persons. In the database, each person says a secret sentence as the password. In our experiments, we simply used each user’s name as his own password. For example, as shown in Fig. 4, the face model, HMM A A, only accepts the case that person A says A’s password. On the other word, both person A says others’ passwords and other persons say A’s password will get rejected by the “HMM A A” model.

We use the proposed iterative algorithm to find a suitable state number of HMM and a suitable class number of observations. Our experiments show that when the combination of the state and class numbers \((S, C) = (15,42)\), both FAR (False Acceptance Rate) and FRR (False Rejection Rate) have best performance. We compare the ROC curves (FAR on the horizontal axis and FRR on the vertical axis) of three methods: the proposed method, the method which uses the AAM shape model and HMMs, and the method which uses the AAM texture model and HMMs (similar to PCA method). Fig. 7(a) compares the ROC curves of our proposed method and the other methods with the same state and class numbers which are optimum to the proposed method. Fig. 7(b) shows the performance comparison of the three methods in which
the optimum state and class numbers are selected for each corresponding method. The experiments show that the proposed method achieves significantly better FRR and FAR combinations most of the time.

![Sample face images in our database.](image)

Fig. 6. Sample face images in our database.

![Performance comparison of the proposed method, AAM shape + HMM, and AAM texture + HMM: (a) (state number, class number) = (15,42) for all the three methods; (b) each method uses its optimum class number and state number.](image)

Fig. 7. Performance comparison of the proposed method, AAM shape + HMM, and AAM texture + HMM: (a) (state number, class number) = (15,42) for all the three methods; (b) each method uses its optimum class number and state number.

V. CONCLUSION

In this paper, we proposed a novel video-based face authentication scheme using AAM and HMMs, in which AAM is used to extract the low dimensional features of a face image. After extracting model parameters of each face image in a face video sequence, a reduced set of observations of each sequence are obtained using vector quantization to cluster all these feature vectors. Using HMMs to characterize the temporal dynamics of these observations, we can extract useful features for face authentication. We proposed a scheme to adaptively determine the thresholds used in the system. We have also proposed an iterative algorithm to determine a suitable hidden state number in HMM and a suitable class number of observations using test sequences. The experimental results show that the proposed method achieves very low FAR and FRR.
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