Outage Constrained Robust Hybrid Coordinated Beamforming for Massive MIMO Enabled Heterogeneous Cellular Networks
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Abstract—Heterogeneous network (HetNet), employing massive multiple-input multiple-output (MIMO), has been recognized as a promising technique to enhance network capacity, and to improve energy efficiency for fifth generation (5G) of wireless communications. However, most existing schemes for coordinated beamforming (CoBF) for a massive MIMO HetNet unrealistically assume the availability of perfect channel state information (CSI) on one hand, and cascade of each antenna with a distinct radio frequency (RF) chain in massive MIMO is neither power nor cost efficient on the other hand. In this paper, we consider a massive MIMO enabled HetNet framework, consisting of one macrocell base station (MBS) equipped with an analog beamformer, followed by a digital beamformer, and one femtocell base station (FBS) equipped with a digital beamformer. In the presence of Gaussian CSI errors, we propose a robust hybrid CoBF (HyCoBF) design, including an analog beamforming design for MBS and a digital CoBF design for both MBS and FBS. To this end, an outage probability constrained robust HyCoBF problem is formulated by minimizing the total transmit power. The analog beamforming mechanism at MBS is a newly devised low-complexity beam selection scheme by selecting an analog beam from a discrete Fourier transform (DFT) matrix codebook. Then a conservative approximate CoBF solution is obtained via semidefinite relaxation (SDR) and an extended Bernstein-type inequality. Finally, numerical simulations are provided to demonstrate the efficacy of the proposed HyCoBF algorithm.

I. INTRODUCTION

One primary objective of fifth generation (5G) wireless communications is to support the ever-increasing network services, including Mobile Internet, Internet of Things (IoT) and Vehicular Ad-hoc Network (VANET). To meet the demands in 5G wireless communication systems (i.e., high data rates, extremely low latency and increasing manifold in base station (BS) capacity), the 5G wireless network should employ advanced deployments, such as massive multiple-input multiple-output (MIMO) and superdense heterogeneous deployment of cells [1], [2].

Although massive MIMO enabled heterogeneous network (HetNet) is a promising technique to meet the desired requirements, there are still some challenges [2]. First, the deployment of femtocells incurs inter-tier interference, and hence femtocell user equipments (FUEs) usually suffer from serious interference caused by macrocell base station (MBS). Second, it is infeasible to obtain perfect instantaneous channel state information (CSI) of each user in massive MIMO enabled HetNet. Particularly, in a multiclass setup, pilot contamination imposes a fundamental performance bottleneck for the massive MIMO systems [3]. Third, 3GPP LTE Release 13 has specified that each BS can have at most 64 antennas and at most 8 radio frequency (RF) chains [4], because deploying many RF chains in massive MIMO may not be a practical solution due to expensive hardware cost and low energy efficiency.

A judicious approach for reducing hardware cost and training overhead is hybrid beamforming (HyBF), constituted by analog beamforming in the RF domain, and a digital beamforming (with a much smaller dimension than the former) in baseband domain, having drawn extensive attention recently [5]. A comprehensive survey of the state-of-the-art HyBF techniques for massive MIMO systems is presented in [6]. Assuming that full instantaneous CSI is available, some HyBF designs have been proposed, in the context of both full-connected and partial-connected structures for millimeter wave (mmWave) systems [7], [8]. Moreover, it has been shown that HyBF design can achieve the same performance as the fully digital (FD) design, when the number of RF chains is twice more than that of data streams [7].

In this paper, we consider the hybrid coordinated beamforming (HyCoBF) with a structure of beam selection process for the analog beamforming followed by a digital coordinated beamforming (CoBF). Our beam selection process is to search for the best subset from the columns of a discrete Fourier transform (DFT) matrix codebook to enhance the total power of macrocell user equipments (MUEs) and to reduce the interference power at FUEs in the meantime. So the searching complexity increases exponentially with the number of RF chains. Nevertheless, none of the existing beam search algorithms, such as greedy-pursuit algorithms [9], sum-rate-maximization
based beam allocation algorithms (for a switched-beam based massive MIMO system) [10], and interference-aware (IA) beam selection methods (that consider multiuser interference) [11], can be applied due to complicated interference links involved in HetNet.

To the best of our knowledge, there is no existing work, that studies the HyCoBF in massive MIMO enabled HetNet such that the HyCoBF design is robust against CSI uncertainty under the preassigned outage probability constraints. We formulate such problem as a total power minimization problem, subject to preassigned users’ signal-to-interference-plus-noise ratio (SINR) outage probability constraints. However, this problem is almost intractable due to no closed-form expressions for probabilistic outage constraints (arising from the CSI uncertainty), and due to a high-dimensional combinatorial optimization problem involved in the analog beam selection problem [12]. Motivated by a well-known detection scheme for seismic events in geophysical signal processing, called the single most likely replacement (SMLR) detector [13], a low-complexity analog beam selection algorithm will be presented.

With the designed analog beamformer, the power minimization problem (only for CoBF design) is still hard to solve, due to no closed-form expressions for the probabilistic constraints. By virtue of semidefinite relaxation (SDR) technique, we formulate the digital beamforming problem into a semidefinite programming (SDP), which also has an extended Bernstein-type inequality that is derived for approximating the nonconvex probabilistic constraints by conservative convex constraints. Finally, some numerical simulations are presented to demonstrate the efficacy of the proposed HyCoBF algorithm.

Notation: $\mathbb{R}^n, \mathbb{R}^n_+$, $\mathbb{S}^n$, $\mathbb{C}^n, \mathbb{H}^n$ and $\mathbb{C}^{m \times n}$ stand for the sets of $n$-dimensional real (positive real) vectors, real symmetric matrices, complex vectors, Hermitian matrices and $m \times n$ complex matrices, respectively. $I_n$ and $e(i)$ denote the $n \times n$ identity matrix, and a unit column vector of proper dimension with the $i$-th element equal to unity, respectively. The superscripts ‘$T$’ and ‘$H$’ represent the matrix transpose and conjugate transpose, respectively. $\| \cdot \|$ and $\| \cdot \|_F$ denote the vector Euclidean norm and matrix Frobenius norm, respectively. The trace and rank of matrix $A$ are denoted as $\text{Tr}(A)$ and $\text{rank}(A)$, respectively. $\sup(C)$ and $\lambda_{\text{max}}(A)$ denote the supremum of a nonempty set $C$ and maximum eigenvalue of matrix $A$. $A \succeq 0$ means that $A$ is a positive semidefinite (PSD) matrix and $A^{1/2}$ is a square root of $A$; $\text{Re}\{A\}$ and $\text{Im}\{A\}$ represent real and imaginary parts of a complex $A$; $I_K = \{1, \ldots, K\}$; $A \setminus B$ denotes the set by eliminating the elements in $A \cap B$ from $A$; $CN(\cdot)$ denotes the complex Gaussian distribution; $e^{i\cdot}$ denotes the exponential function, while $\ln(\cdot)$, $\text{Pr}(\cdot)$ and $\mathbb{E}(\cdot)$ represent the natural log function, probability function, and expectation operator, respectively.

II. SYSTEM MODEL AND PROBLEM STATEMENT

A. System Model

We consider the time-division duplex (TDD) downlink multi-user transmission with full spectrum reuse in HetNet, which consists of MBS equipped with large-scale $N_{\text{MBS}}$ antennas, FBS equipped with $N_{\text{FBS}}$ antennas, $K$ single-antenna MUEs and $J$ single-antenna FUEs, as illustrated in Fig. 1. Instead of adopting FD beamforming, for which each antenna is connected with one distinct RF chain, we consider HyCoBF at MBS that only requires $N_{\text{RF}}$ RF chains, where $N_{\text{MBS}} \gg N_{\text{RF}} \geq K$. Specifically, the HyBF vector for MUE $k$ at the MBS is given by $V_k \in C^{N_{\text{MBS}} \times N_{\text{RF}}}$, where $V \in C^{N_{\text{MBS}} \times N_{\text{RF}}}$ and $w_k \in C^{N_{\text{RF}}}$ denote the analog beamformer matrix and digital beamforming vector, respectively.

Typically, the analog beamforming is implemented using a phase-shifter network with constant modulus for each entry of $V$. With respect to (w.r.t.) the full-connected HyBF structure, the HyBF with a selection structure is more economical and energy efficient [10] and hence is considered in this work. The analog beamforming can be implemented using a RF switch, followed by a fixed DFT beamformer using RF phase-shifter network. Let $F \in C^{N_{\text{MBS}} \times N_{\text{RF}}}$ be the $N_{\text{MBS}}$-point DFT matrix, and

$$B = \{ b \in \{1, \ldots, N_{\text{MBS}}\}^{N_{\text{RF}}}, b_i \neq b_j, \forall i \neq j \},$$

where $b_i$ denotes the $i$-th component of $b$. The selected analog beamforming matrix $V$ and the RF switch matrix $A(b)$ can be expressed as

$$A(b) = [e(b_1), \ldots, e(b_{N_{\text{RF}}})], b \in B,$$

$$V = FA(b) \in C^{N_{\text{MBS}} \times N_{\text{RF}}},$$

which contains $N_{\text{RF}}$ distinct columns of $F$.

Let $s_{MK}(t)$ and $s_{FJ}(t)$ be the transmit signals intended for MUE $k$ and FUE $j$, respectively. Without loss of generality, assume that $\mathbb{E}[|s_{FJ}(t)|^2] = 1$ and $\mathbb{E}[|s_{MK}(t)|^2] = 1$. Then, the received signal of MUE $k$ at time slot $t$ is given by

$$y_{MK}(t) = h_{MK}^H V w_k s_{MK}(t) + \sum_{i=1, i \neq k}^{K} h_{MK}^H F_i V w_i s_{MI}(t)$$

$$+ \sum_{j=1}^{J} h_{MK}^H F_j u_j s_{FJ}(t) + n_{MK}(t),$$

where $h_{MK} \in C^{N_{\text{MBS}}}$ and $h_{FM} \in C^{N_{\text{FBS}}}$, respectively, denote the channel vector from MBS and FBS to MUE $k$. Fig. 1: Illustration of a two-tier heterogeneous network, where the MBS employs massive MIMO and the FBS employs conventional multiple antennas.
where $\mathbf{h}_{MF_j} \in \mathbb{C}^{N_{\text{MBS}} \times 1}$ and $\mathbf{h}_{FP_j} \in \mathbb{C}^{N_{\text{FBS}} \times 1}$, respectively, denote the channel vectors from MBS and FBS to FUE $j$, and $n_{F_j}(t) \sim \mathcal{N}(0, \sigma^2_{n_{F_j}})$ is the AWGN at FUE $j$. Then, the SINR of MUE $k$ and FUE $j$ can be expressed by

$$\text{SINR}_{MK} = \frac{|\mathbf{h}_{MK}^H \mathbf{W}_k|^2}{\sum_{l=1, l\neq k}^K |\mathbf{h}_{MK}^H \mathbf{W}_l|^2 + \sum_{j=1}^J |\mathbf{h}_{MF_j}^H \mathbf{u}_m|^2 + \sigma^2_{n_{MK}}},$$

and $\text{SINR}_{F_j} = \frac{|\mathbf{h}_{F_j}^H \mathbf{u}_m|^2}{\sum_{j=1, j\neq k}^J |\mathbf{h}_{F_j}^H \mathbf{u}_m|^2 + \sum_{k=1}^K |\mathbf{h}_{MF_k}^H \mathbf{W}_k|^2 + \sigma^2_{n_{F_j}}},$

where $\mathbf{h}_{MK} = \hat{\mathbf{h}}_{MK} + \mathbf{e}_{MK}$ and $\mathbf{h}_{F_j} = \hat{\mathbf{h}}_{F_j} + \mathbf{e}_{F_j}$.

### Problem Formulation

With regard to imperfect CSI, the actual channels of MUEs and FUEs can be modeled as [14]

$$\mathbf{h}_{MK} = \hat{\mathbf{h}}_{MK} + \mathbf{e}_{MK}, \quad \mathbf{h}_{MF_j} = \hat{\mathbf{h}}_{MF_j} + \mathbf{e}_{MF_j},$$

and $\mathbf{h}_{F_j} = \hat{\mathbf{h}}_{F_j} + \mathbf{e}_{F_j}$.

where $\mathbf{e}_{MK} \sim \mathcal{N}(0, \mathbf{C}_{\text{MBS}})$, $\mathbf{e}_{MF_j} \sim \mathcal{N}(0, \mathbf{C}_{\text{FBS}})$, $\mathbf{e}_{F_j} \sim \mathcal{N}(0, \mathbf{C}_{\text{FBS}})$.

The associated objective function for solving (9) is proposed, based on the idea of SMLR used in seismic deconvolution for detecting the locations of a Bernoulli-Gaussian signal with nonzero magnitudes [13]. The proposed algorithm is summarized in Algorithm 1, that updates only one component in $\mathbf{b}$ by maximizing $\mathcal{J}(\mathbf{b})$ at each iteration. The associated objective function $\mathcal{J}(\mathbf{b})$ increases monotonically whenever $\mathbf{b}$ is updated, so the convergence can be guaranteed. The computational cost is to calculate $\mathcal{J}(\mathbf{b})$ $N_{\text{RF}} \times (N_{\text{MBS}} - N_{\text{RF}})$ times (in line 5 of Algorithm 1) at each iteration. Surely, an initial beam switch vector $\mathbf{b}^{(1)}$ is needed to initialize the algorithm. A fast beam selection algorithm proposed in [11] can be used to generate $\mathbf{b}^{(1)}$.

### Algorithm 1 Proposed Beam Selection Algorithm

1. Given $\widehat{\mathbf{H}}_{MK}$, $\widehat{\mathbf{H}}_{MF}$.
2. Initialize $\mathbf{b} = (b_1^{(1)}, b_2^{(1)}, \ldots, b_{N_{\text{RF}}}^{(1)}) \in \mathcal{B}$ [11], and let $\mathcal{S} = I_{\text{MBS}} \setminus \{b_1^{(1)}, b_2^{(1)}, \ldots, b_{N_{\text{RF}}}^{(1)}\}$.
3. Compute $\mathcal{J}(\mathbf{b})$ by (10).
4. repeat
5. Obtain $j_\ell = \arg \max_{j \in \mathcal{S}} \mathcal{J}(\mathbf{b}_j^{(1)}), \ell = 1, \ldots, N_{\text{RF}}$, where $\mathbf{b}_j^{(1)} = (b_1^{(1)}, \ldots, b_{j-1}^{(1)}, \mathbf{b}_j^{(1)}, \ldots, b_{N_{\text{RF}}}^{(1)})$.
6. Obtain $l = \arg \max \mathcal{J}(\mathbf{b}_j^{(1)}), \ell = 1, \ldots, N_{\text{RF}}$.
7. If $\mathcal{J}(\mathbf{b}_j^{(1)}) > \mathcal{J}(\mathbf{b}),$ update $\mathbf{b} := \mathbf{b}_j^{(1)}$ and $\mathcal{J}(\mathbf{b}) := \mathcal{J}(\mathbf{b}_j^{(1)})$.
8. until $\mathcal{J}(\mathbf{b}_j^{(1)}) \leq \mathcal{J}(\mathbf{b})$.
9. Output selected analog beamforming matrix $\mathbf{V}^{*} = \mathbf{F}(\mathbf{A}^{*})$. 

### III. LOW-COMPLEXITY ANALOG BEAMFORMING SCHEME

Motivated by the fact that SINRs of MUEs are larger for larger received signal power, and SINRs of FUEs are larger for smaller inter-cell interference power, we propose a new beam selection criterion, by maximizing the ratio of the total channel power of MUEs to the total inter-cell channel power from FBS to FUEs, as follows:

$$\mathbf{V}^{*} = \mathbf{F}(\mathbf{A}^{*}) \quad \text{(cf. (2))},$$

$$\mathbf{b}^{*} = \arg \max_{\mathbf{b} \in \mathcal{B}} \left\{ \mathcal{J}(\mathbf{b}) \triangleq \frac{\| \widehat{\mathbf{H}}_{MK}^H \mathbf{F} \mathbf{A}(\mathbf{b}) \|_F^2}{\| \widehat{\mathbf{H}}_{MF}^H \mathbf{F} \mathbf{A}(\mathbf{b}) \|_F^2} \right\}.$$
IV. PROPOSED OUTAGE CONSTRAINED DIGITAL BEAMFORMING: CONSERVATIVE APPROXIMATION

Applying SDR (i.e., replacing $w_k w_k^H$ by $W_k \geq 0$ and $u_j u_j^H$ by $U_j \geq 0$) to problem (8) yields

$$\min_{(W_k), (U_j)} \sum_{k \in \mathcal{K}} \text{Tr} \left( V^* W_k (V^*)^H \right) + \sum_{j \in \mathcal{J}} \text{Tr} (U_j) \quad (11a)$$

subject to Pr \{ $\delta_k^H Q_{MMk} \delta_k + \delta_j^H Q_{FFk} \delta_j + 2\text{Re} \{ \delta_k^H r_{MPj} \} + 2\text{Re} \{ \delta_j^H r_{FPj} \} \geq 0$ $\} \geq 1 - \rho_{MMk}, \; \forall k \in \mathcal{K}$,

$$\Pr \{ \delta_k^H Q_{Mkj} \delta_k + \delta_j^H Q_{FFj} \delta_j + 2\text{Re} \{ \delta_k^H r_{MPj} \} + 2\text{Re} \{ \delta_j^H r_{FPj} \} + c_{Fj} \geq 0 \} \geq 1 - \rho_{Fkj}, \; \forall j \in \mathcal{J},$$

$$W_k \geq 0, \; \forall k \in \mathcal{K}, \; U_j \geq 0, \; \forall j \in \mathcal{J}, \quad (11c)$$

where $W^*$ is the analog beamformer obtained by Algorithm 1, $\delta_k \sim \mathcal{CN}(0, I_{N_{MMk}})$, $\delta_j \sim \mathcal{CN}(0, I_{N_{FFj}})$, and the remaining parameters in (11) are defined in (12) at the top of the next page. Note that the non-convex rank-one constraints, i.e., rank($W_k$) = 1 and rank($U_j$) = 1, are relaxed from (11d) according to the well-known SDR technique [15].

A good approach, as proposed in [16], for handling (11b) and (11c), is to find conservative convex approximations to the constraints (11b) and (11c). Such an approach can safely approximate these two probability inequalities into convex ones so that the resulting algorithm is computationally more tractable. Specifically, the Bernstein-type inequality [17] has been applied to robust digital beamforming design under similar constraints as in problem (11) for the single cell case [16], for finding such conservative convex approximations. However, the Bernstein-type inequality in [16] is not directly applicable to problem (11), mainly owing to different antenna deployments at MBS and FBS, resulting in channel vectors of different dimensions. In view of this, we need an extension form of the Bernstein-type inequality as derived in the following lemma.

**Lemma 1** Let $\delta_k \sim \mathcal{CN}(0, I_{N_{MMk}})$, $\delta_j \sim \mathcal{CN}(0, I_{N_{FFj}})$, $Q_{MMk} \in \mathbb{H}^N_{N_{MMk}}$, $Q_{FFj} \in \mathbb{H}^N_{N_{FFj}}$, $r_{MMk} \in \mathbb{C}^N_{N_{MMk}}$, $r_{FFj} \in \mathbb{C}^N_{N_{FFj}}$, and define

$$g_1(\delta_k, Q_{MMk}, r_{MMk}) \triangleq \delta_k^H Q_{MMk} \delta_k + 2\text{Re} \{ \delta_k^H r_{MMk} \},$$

$$g_2(\delta_j, Q_{FFj}, r_{FFj}) \triangleq \delta_j^H Q_{FFj} \delta_j + 2\text{Re} \{ \delta_j^H r_{FFj} \}. \quad (13)$$

Then, the following concentration result holds true, $\forall k \in \mathcal{K}$:

$$\Pr \{ g_1(\delta_k, Q_{MMk}, r_{MMk}) \geq T(\ln(1/\rho_{MMk}), Q_{MMk}, r_{MMk}, Q_{FFj}, r_{FFj}) \} \geq 1 - \rho_{MMk},$$

where $T : \mathbb{R}_{++} \rightarrow \mathbb{R}$ is defined by

$$T(\ln(1/\rho_{MMk}), Q_{MMk}, r_{MMk}, Q_{FFj}, r_{FFj}) \triangleq \text{Tr}(Q_{MMk}) + \text{Tr}(Q_{FFj}) - \ln(1/\rho_{MMk}) \cdot \lambda^+(Q_{MMk}, Q_{FFj}) - \alpha_{MMk} \sqrt{\|Q_{MMk}\|_F^2 + 2\|r_{MMk}\|^2 + \|Q_{FFj}\|_F^2 + 2\|r_{FFj}\|^2},$$

$$\alpha_{MMk} \triangleq \sqrt{2\ln(1/\rho_{MMk})} \quad \text{and} \quad \lambda^+(Q_{MMk}, Q_{FFj}) \triangleq \max \{ \lambda_{\max}(-Q_{MMk}), \lambda_{\max}(-Q_{FFj}, 0) \}. \quad (16)$$

in which $\alpha_{MMk} \triangleq \sqrt{2\ln(1/\rho_{MMk})}$ and $\lambda^+(Q_{MMk}, Q_{FFj}) \triangleq \max \{ \lambda_{\max}(-Q_{MMk}), \lambda_{\max}(-Q_{FFj}, 0) \}$. The proof of Lemma 1 is relegated to Appendix A. By virtue of Lemma 1, problem (11) can be approximated as the following convex SDP problem:

$$\min_{(W_k), (U_j)} \sum_{k \in \mathcal{K}} \text{Tr} \left( V^* W_k (V^*)^H \right) + \sum_{j \in \mathcal{J}} \text{Tr} (U_j) \quad (17a)$$

subject to $\{ (W_k), (U_j), t_M \} \in C_M$,

$$\{ (W_k), (U_j), t_F \} \in C_F,$$

$$W_k \geq 0, \; \forall k \in \mathcal{K}, \; U_j \geq 0, \; \forall j \in \mathcal{J}, \quad (17d)$$

where $C_M$ and $C_F$ are defined in (26) and (28) below, respectively, denoting the conservative convex approximations (via Lemma 1) of the feasible sets associated with (11b) and (11c) and $t_M \in \mathbb{R}^K$, $t_F \in \mathbb{R}^J$ are auxiliary variables; cf. Appendix B for detailed derivations of $C_M$ and $C_F$.

Note that $W_k^* = W_k^* (W_k^*)^H$ and $U_j^* = U_j^* (U_j^*)^H$, then the optimal solution of (17) can be directly obtained; otherwise, Gaussian randomization [15] can be employed to obtain an approximate rank-one solution.

V. SIMULATION RESULTS

In this section, we present some simulation results to demonstrate the effectiveness of the proposed HyCoBF algorithm, where (17) is solved by using the off-the-shelf convex solver, CVX [18]. The simulation settings are as follows. Users' noise powers are identical, i.e., $\sigma_k^2 = \sigma_j^2 = \sigma^2$, $\forall k \in \mathcal{K}$, and $\forall j \in \mathcal{J}$. Assume that target SINRs for MUEs and FUEs are identical, i.e., $\gamma_{MMk} = \gamma_{FFj} = \gamma$, $\forall k \in \mathcal{K}$, and $\forall j \in \mathcal{J}$; SINR satisfaction probabilities, i.e., $p_{MMk} = p_{FFj} = \rho = 0.1$ for all $k$ and $j$; or SINR satisfaction probabilities are higher than 90%; CSI errors are zero mean with identical covariance matrices $C_{MMk} = C_{MMj} = \mathbb{E}^2_{N_{MMk}}$, $C_{FFj} = C_{FFj} = \mathbb{E}^2_{N_{FFj}}$, where $\mathbb{E}^2_\cdot$ denotes the variance of each component of channel error vectors. Five hundred channel estimates of $\hat{H}_{MMk}$, $\hat{H}_{FFj}$, and $\hat{H}_{MFj}$ are randomly generated according to the standard circularly symmetric complex Gaussian distribution. The simulation results, are averages over the channel realizations for which all the methods under test yield feasible solutions.

Fig. 2 shows simulation results (average total transmit power) of the proposed HyCoBF design, and the corresponding results for the robust FD design (denoted as “Robust FD”) for which $N_{MBS} = N_{RF}$, and the non-robust method (denoted as “Non-robust FD”) that treats all the given channel estimates as perfect channels. One can see, from this figure that, the power performances of all the designs under test are better for smaller $\gamma$, and that the transmit powers of the non-robust method are the least. As expected, the proposed HyCoBF design performs better for larger $N_{RF}$ and smaller $\epsilon^2$; its performance for $N_{RF} = 16$ is the same as that of robust FD.
\[
Q_{MMk} \triangleq C_{MMk}^{1/2} B_k C_{MMk}^{1/2}; \quad Q_{FMk} \triangleq C_{FMk}^{1/2} D C_{FMk}^{1/2}; \quad Q_{FF_j} \triangleq C_{FF_j}^{1/2} F_j C_{FF_j}^{1/2}; \quad Q_{MF_j} \triangleq C_{MF_j}^{1/2} G C_{MF_j}^{1/2};
\]
\[
\begin{equation}
\begin{aligned}
    r_{MMk} & \triangleq C_{MMk}^{1/2} B_k \tilde{h}_{MMk}; \\
    r_{FMk} & \triangleq C_{FMk}^{1/2} D \tilde{h}_{FMk}; \\
    r_{FF_j} & \triangleq C_{FF_j}^{1/2} F_j \tilde{h}_{FF_j}; \\
    r_{MF_j} & \triangleq C_{MF_j}^{1/2} G \tilde{h}_{MF_j};
\end{aligned}
\end{equation}
\]
\[
\begin{equation}
\begin{aligned}
    c_{MMk} & \triangleq h_{MMk}^{H} B_k \tilde{h}_{MMk} + h_{FMk}^{H} D \tilde{h}_{FMk} - \sigma_{MMk}^{2}; \\
    c_{FF_j} & \triangleq h_{FF_j}^{H} F_j \tilde{h}_{FF_j} + h_{MF_j}^{H} G \tilde{h}_{MF_j} - \sigma_{FF_j}^{2}; \\
    \sigma_{MMk}^{2} & \triangleq \gamma_{MMk}^{-1} \mathbf{V}^{*} \mathbf{W}_{k} \mathbf{V}^{*H} - \sum_{l=1}^{K} (\mathbf{V}^{*} \mathbf{W}_{l} \mathbf{V}_{l})^{H}; \\
    D & \triangleq - \sum_{j=1}^{J} U_{j}; \\
    G & \triangleq - \sum_{k=1}^{K} (\mathbf{V}^{*} \mathbf{W}_{k} \mathbf{V}_{k})^{H}.
\end{aligned}
\end{equation}
\]

Fig. 2: Total transmit power of the various methods for \(\varepsilon^2 \in \{0.001, 0.002\}, \rho = 0.1\) and \(N_{\text{MBS}} = 16, N_{\text{RF}} \in \{4, 8, 16\}, K = 4; N_{\text{FBS}} = 2, J = 2\).

Fig. 3: Total transmit power of the various methods for \(\varepsilon^2 = 0.002, \rho = 0.1; N_{\text{MBS}} = 64, N_{\text{RF}} \in \{4, 8, 16\}, K = 4; N_{\text{FBS}} \in \{2, 4\}, J = 2\).

VI. CONCLUSION AND FUTURE DIRECTION

Within the umbrella of the massive MIMO enabled HetNet, we have presented an outage constrained robust HyCoBF algorithm for the 5G wireless communications, under the assumption of Gaussian CSI errors. The proposed HyCoBF algorithm is a cascade of a low-complexity analog beam selection mechanism (Algorithm 1) followed by a CoBF design algorithm. The former obtains the analog beamformer by maximizing the ratio of the total channel power of all the MUEs to the total interference channel power impinged on FUEs. With the designed analog beamformer by Algorithm 1, instead of solving the intractable nonconvex power minimization problem under preassigned users’ SINR outage probability constraints, the later obtains the digital beamformers at MBS and FBS by solving a conservative convex approximation problem, by the use of SDR and an extended form of Bernstein-type inequality.
Our simulation results have demonstrated that the proposed conservative convex approximation can yield promising performance and, most importantly, it can achieve acceptable performance comparable to the FD beamforming scheme with much smaller number of RF chains. Although the proposed algorithm can solve the SDP-based robust HyCoBF problem within polynomial time, the computational cost of the interior-point method (adopted in existing convex optimization solvers) may still be expensive when the problem size is large, such as in the scenarios with large number of antennas and/or dense wireless networks. In view of this, a distributed robust algorithm, using such as dual decomposition or alternating direction method of multipliers (ADMM), is highly desired and left as our future work.

**APPENDIX A**

**PROOF OF LEMMA 1**

To prove Lemma 1, we need the following Lemma:

**Lemma 2** [17, Lemma 0.1] Let \( \mathbf{a} = [a_1, \ldots, a_{p+q}]^T \in \mathbb{R}^{p+q} \) and \( \mathbf{b} = [b_1, \ldots, b_{p+q}]^T \in \mathbb{R}^{p+q} \) be real vectors, \( \mathbf{z} = [z_1, \ldots, z_{p+q}]^T \in \mathbb{R}^{p+q} \) be a real random vector, where \( z_1, \ldots, z_{p+q} \) are independent identically distributed (i.i.d.) real random variables following the standard normal distribution \( \mathcal{N}(0, 1) \), and define

\[
g = \sum_{k=1}^{p+q} a_k z_k^2 + 2b_k z_k. \tag{18}
\]

Then, given \( \eta > 0 \), the following concentration result holds true:

\[
\Pr \left\{ g \leq \sum_{k=1}^{p+q} a_k - 2\sqrt{\eta} \sqrt{\sum_{k=1}^{p+q} a_k^2 + 2b_k^2 - 2\eta a^-} \right\} \leq e^{-\eta}, \tag{19}
\]

where \( a^- = \sup \{ -a_k | 1 \leq k \leq p + q \} \).

To employ the real-valued Bernstein-type inequality (19) in proving the complex-valued inequality (15), we define the following real-form counterparts:

\[
\hat{\mathbf{Q}}_1 = \frac{1}{2} \begin{bmatrix} \text{Re}(\mathbf{Q}_{MMK}) & -\text{Im}(\mathbf{Q}_{MMK}) \\ \text{Im}(\mathbf{Q}_{MMK}) & \text{Re}(\mathbf{Q}_{MMK}) \end{bmatrix} \in \mathbb{R}^p, \tag{20a}
\]

\[
\hat{\mathbf{Q}}_2 = \frac{1}{2} \begin{bmatrix} \text{Re}(\mathbf{Q}_{FMK}) & -\text{Im}(\mathbf{Q}_{FMK}) \\ \text{Im}(\mathbf{Q}_{FMK}) & \text{Re}(\mathbf{Q}_{FMK}) \end{bmatrix} \in \mathbb{R}^q, \tag{20b}
\]

\[
\hat{\mathbf{r}}_1 = \frac{1}{\sqrt{2}} \begin{bmatrix} \text{Re}(\mathbf{r}_{MMK}) \\ \text{Im}(\mathbf{r}_{MMK}) \end{bmatrix} \in \mathbb{R}^p, \tag{20c}
\]

\[
\hat{\mathbf{r}}_2 = \frac{1}{\sqrt{2}} \begin{bmatrix} \text{Re}(\mathbf{r}_{FMK}) \\ \text{Im}(\mathbf{r}_{FMK}) \end{bmatrix} \in \mathbb{R}^q, \tag{20d}
\]

\[
\hat{\mathbf{z}}_1 = \sqrt{2} \begin{bmatrix} \text{Re}(\mathbf{d}_1) \\ \text{Im}(\mathbf{d}_1) \end{bmatrix} \sim \mathcal{N}(0, I_p), \tag{20e}
\]

\[
\hat{\mathbf{z}}_2 = \sqrt{2} \begin{bmatrix} \text{Re}(\mathbf{d}_2) \\ \text{Im}(\mathbf{d}_2) \end{bmatrix} \sim \mathcal{N}(0, I_q), \tag{20f}
\]

where \( p \triangleq 2N_{RF} \) and \( q \triangleq 2N_{PBS} \). Moreover, by the eigenvalue decomposition of the real symmetric matrices \( \mathbf{Q}_1 = \mathbf{U}_1 \mathbf{A}_1 \mathbf{U}_1^T \) and \( \mathbf{Q}_2 = \mathbf{U}_2 \mathbf{A}_2 \mathbf{U}_2^T \) (where \( \mathbf{U}_1 \) and \( \mathbf{U}_2 \) are orthogonal matrices, and \( \mathbf{A}_1 \) and \( \mathbf{A}_2 \) are diagonal matrices), we can re-express \( g_1 \) (cf. (13)) and \( g_2 \) (cf. (14)) in the same form as (18):

\[
g_1(\mathbf{d}_1, \mathbf{Q}_{MMK}, \mathbf{r}_{MMK}) = \mathbf{z}_1^T \mathbf{Q}_1 \mathbf{z}_1 + 2\mathbf{r}_1^T \mathbf{z}_1 = \sum_{k=1}^{q} h_{1_k} \mathbf{z}_1^2 + 2\mathbf{r}_1^T \mathbf{z}_1, \tag{21}
\]

\[
g_2(\mathbf{d}_2, \mathbf{Q}_{FMK}, \mathbf{r}_{FMK}) = \mathbf{z}_2^T \mathbf{Q}_2 \mathbf{z}_2 + 2\mathbf{r}_2^T \mathbf{z}_2 = \sum_{j=1}^{p} h_{2_j} \mathbf{z}_2^2 + 2\mathbf{r}_2^T \mathbf{z}_2, \tag{22}
\]

where \( h_{1_k} \) is the \( k \)th diagonal element of \( \mathbf{A}_1 \), \( h_{2_j} \) is the \( j \)th diagonal element of \( \mathbf{A}_2 \), \( \mathbf{z}_1 = [z_{11}, \ldots, z_{1p}]^T \triangleq \mathbf{U}_1^T \mathbf{z}_1 \sim \mathcal{N}(0, I_p) \), \( \mathbf{z}_2 = [z_{21}, \ldots, z_{2q}]^T \triangleq \mathbf{U}_2^T \mathbf{z}_2 \sim \mathcal{N}(0, I_q) \), \( \mathbf{r}_1 = [r_{11}, \ldots, r_{1p}]^T \triangleq \mathbf{U}_1^T \mathbf{r}_1 \), and \( \mathbf{r}_2 = [r_{21}, \ldots, r_{2q}]^T \triangleq \mathbf{U}_2^T \mathbf{r}_2 \).

By substituting \( \mathbf{a} \triangleq [a_{11}, \ldots, a_{p+q}]^T \in \mathbb{R}^{p+q} \), \( \mathbf{b} \triangleq [b_{11}, \ldots, b_{p+q}]^T \in \mathbb{R}^{p+q} \), and \( \mathbf{z} = [\mathbf{z}_1^T, \mathbf{z}_2^T]^T \) into (19), we have the following inequality, \( \forall \eta > 0 \):

\[
\Pr \left\{ \sum_{k=1}^{p} h_{1_k} \mathbf{z}_1^2 + 2\mathbf{r}_1^T \mathbf{z}_1 + \sum_{j=1}^{q} h_{2_j} \mathbf{z}_2^2 + 2\mathbf{r}_2^T \mathbf{z}_2 \leq \sum_{k=1}^{p} h_{1_k} + \sum_{j=1}^{q} h_{2_j} - 2\eta \sup_{k=1, \ldots, p} \mathop{\text{sup}} \{ -h_{1_k} \} \right\} \leq e^{-\eta}.
\]

Furthermore, one can easily verify the equalities that \( \mathbf{z}_1^T \mathbf{Q}_1 \mathbf{z}_1 + 2\mathbf{r}_1^T \mathbf{z}_1 = \delta^2 \text{Tr}(\mathbf{Q}_{MMK} \mathbf{d}_1) + 2\text{Re}(\mathbf{r}_{MMK}^T \mathbf{d}_1), \)

\( \mathbf{z}_2^T \mathbf{Q}_2 \mathbf{z}_2 + 2\mathbf{r}_2^T \mathbf{z}_2 = \delta^2 \text{Tr}(\mathbf{Q}_{FMK} \mathbf{d}_2) + 2\text{Re}(\mathbf{r}_{FMK}^T \mathbf{d}_2), \)

\( \| \mathbf{Q}_{MMK} \|^2 = 2 \text{Tr}(\mathbf{Q}_{MMK})^2 = 2 \text{Tr}(\mathbf{Q}_{FMK})^2 = 2 \text{Tr}(\mathbf{Q}_{FMK})^2, \)

where \( \lambda(\mathbf{Q}_{MMK}, \mathbf{Q}_{FMK}) = 2 \sum_{k=1}^{p} h_{1_k} \) and \( \lambda(\mathbf{Q}_{FMK}) = 2 \sum_{j=1}^{q} h_{2_j} \). Together, these (23) and \( \eta = \ln(1/\rho_{MK}) \geq 0 \) (since \( 0 < \rho_{MK} \leq 1 \)), directly imply that the probability inequality (15) holds true.

**APPENDIX B**

**CONSERVATIVE CONVEX APPROXIMATION PROBLEM (17)**

Since \( \mathbf{Y} \) (cf. (16)) is monotonically decreasing, its inverse mapping \( \mathbf{Y}^{-1} : \mathbb{R} \to \mathbb{R}_{++} \) is well defined. Then, by applying Lemma 1 and the fact that \( e^{-Y^{-1}(\cdots c_{MK})} > 0 \), we have the following inequality:

\[
\Pr \left\{ g_1(\mathbf{d}_1, \mathbf{Q}_{MMK}, \mathbf{r}_{MMK}) + g_2(\mathbf{d}_2, \mathbf{Q}_{FMK}, \mathbf{r}_{FMK}) + \rho_{MK} \leq \rho_{MK} \right\} \geq 1 - e^{-Y^{-1}(\cdots c_{MK})},
\]
implying that \( e^{-\gamma - 1(-c_{MK})} \leq \rho_{MK} \) is a conservative approximation to (11b), which can be equivalently expressed as
\[
\text{Tr}(Q_{MK}) + \text{Tr}(Q_{FMK}) + \ln(\rho_{MK}) \cdot \lambda^+(Q_{FMK}, Q_{FMK}) - \alpha_{MK} \sqrt{\|Q_{MK}\|_F^2 + 2\|Q_{FMK}\|_F^2} \geq 0, \forall k \in I_K
\]
\[
\{[\text{vec}(Q_{MK})] / \sqrt{2T_{MK}} \}_{\forall k \in I_K} \leq x_{MK}, \forall k \in I_K
\]
\[
[\text{vec}(Q_{FMK})] / \sqrt{2T_{FMK}} \leq x_{FMK}, \forall k \in I_K
\]
where \( \alpha_{MK} \triangleq \sqrt{2\ln(1/\rho_{MK})} \). Following the reformulation procedure for the single-cell case as reported in [16], the convex constraint (25) can be expressed in the following form:
\[
C_M \triangleq \{(W_k, U_j, t_M) \mid \text{Tr}(Q_{MK}) + \text{Tr}(Q_{FMK}) + \ln(\rho_{MK}) y_{MK} + c_{MK} - \alpha_{MK} \sqrt{\|Q_{MK}\|_F^2 + 2\|Q_{FMK}\|_F^2} \geq 0, \forall k \in I_K
\]
\[
\{[\text{vec}(Q_{MK})] / \sqrt{2T_{MK}} \}_{\forall k \in I_K} \leq x_{MK}, \forall k \in I_K
\]
\[
[\text{vec}(Q_{FMK})] / \sqrt{2T_{FMK}} \leq x_{FMK}, \forall k \in I_K
\]
\[
y_{MK} I_{NMB} + Q_{MK} \geq 0,
\]
\[
y_{FMK} I_{NBF} + Q_{FMK} \geq 0, \forall k \in I_K
\]
(26)

where \( t_M \triangleq (x_{M1}, \ldots, x_{MK}, x_{FM1}, \ldots, x_{FMK}, y_{M1}, \ldots, y_{MK})^T \in \mathbb{R}^{3K} \) are the introduced auxiliary variables.

Similarly, we can show that the following inequality is a conservative approximation to (11c):
\[
\text{Tr}(Q_{FFJ}) + \text{Tr}(Q_{MFJ}) + \ln(\rho_{FJ}) \cdot \lambda^+(Q_{FFJ}, Q_{MFJ}) - \beta_{FJ} \sqrt{\|Q_{FFJ}\|_F^2 + 2\|Q_{MFJ}\|_F^2} \geq 0, \forall J \in I_J
\]
\[
\{[\text{vec}(Q_{FFJ})] / \sqrt{2T_{FFJ}} \}_{\forall J \in I_J} \leq x_{FFJ}, \forall J \in I_J
\]
\[
[\text{vec}(Q_{MFJ})] / \sqrt{2T_{MFJ}} \leq x_{MFJ}, \forall J \in I_J
\]
\[
y_{FJ} I_{NMB} + Q_{MFJ} \geq 0,
\]
\[
y_{FJ} I_{NBF} + Q_{FFJ} \geq 0, \forall J \in I_J
\]
(27)

where \( \beta_{FJ} \triangleq \sqrt{2\ln(1/\rho_{FJ})} \). Following a similar procedure of obtaining the constraint set \( C_M \) from (25), one can show the equivalence of (27) and the following convex constraint set
\[
C_F \triangleq \{(W_k, U_j, t_F) \mid \text{Tr}(Q_{FFJ}) + \text{Tr}(Q_{MFJ}) + \ln(\rho_{FJ}) y_{FJ} + c_{FJ} - \beta_{FJ} \sqrt{\|Q_{FFJ}\|_F^2 + 2\|Q_{MFJ}\|_F^2} \geq 0, \forall J \in I_J
\]
\[
\{[\text{vec}(Q_{FFJ})] / \sqrt{2T_{FFJ}} \}_{\forall J \in I_J} \leq x_{FFJ}, \forall J \in I_J
\]
\[
[\text{vec}(Q_{MFJ})] / \sqrt{2T_{MFJ}} \leq x_{MFJ}, \forall J \in I_J
\]
\[
y_{FJ} I_{NMB} + Q_{MFJ} \geq 0,
\]
\[
y_{FJ} I_{NBF} + Q_{FFJ} \geq 0, \forall J \in I_J
\]
(28)

where \( t_F \triangleq (x_{F1}, \ldots, x_{FFJ}, x_{FM1}, \ldots, x_{FMJ}, y_{F1}, \ldots, y_{FJ})^T \); collects all the auxiliary variables in the derivation of (28).
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