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SiGAN: Siamese Generative Adversarial Network
for Identity-Preserving Face Hallucination
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Abstract— Though generative adversarial networks (GANs)
can hallucinate high-quality high-resolution (HR) faces from low-
resolution (LR) faces, they cannot ensure identity preservation
during face hallucination, making the HR faces difficult to
recognize. To address this problem, we propose a Siamese
GAN (SiGAN) to reconstruct HR faces that visually resemble
their corresponding identities. On top of a Siamese network,
the proposed SiGAN consists of a pair of two identical generators
and one discriminator. We incorporate reconstruction error and
identity label information in the loss function of SiGAN in a
pairwise manner. By iteratively optimizing the loss functions
of the generator pair and the discriminator of SiGAN, we not
only achieve visually-pleasing face reconstruction but also ensure
that the reconstructed information is useful for identity recogni-
tion. Experimental results demonstrate that SiGAN significantly
outperforms existing face hallucination GANs in objective face
verification performance while achieving promising visual-quality
reconstruction. Moreover, for input LR faces with unseen iden-
tities that are not part of the training dataset, SiGAN can still
achieve reasonable performance.

Index Terms— Face hallucination, convolutional neural
networks, generative adversarial networks, super-resolution,
generative model.

I. INTRODUCTION

FACE hallucination that super-resolves a low-resolution
(LR) face image to a high-resolution (HR) one has

become an attractive technique in upscaling face photos due
to its practicality in multiple application domains that require
face images with fine details, such as video surveillance,
face recognition, face tracking, facial expression estimation,
etc. However, simple interpolation schemes cannot reconstruct
fine details. Instead, example-based super-resolution (SR)
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schemes [1] can better reconstruct fine details from a LR
image compared to interpolation-based schemes, provided that
a comprehensive set of training HR/LR image pairs are used
to learn the structures and patterns of face image pairs based
on machine learning techniques.

However, the face hallucination problem is inherently dif-
ferent from the generic image SR problem, because faces
have unified structures with which humans are very familiar.
Even small structural errors on the face during reconstruction
can cause visually disturbing artifacts. For example, geometric
distortion in the mouth and eyes in the reconstructed face may
only slightly reduce the objective quality of the image, but
can significantly harm the perceived subjective quality. Hence,
both the global face shape and textures and the local geometric
structures (e.g., mouth, nose, and eyes) need to be treated
carefully in face hallucination [2], [3].

To recognize the identity of a LR face captured by a sur-
veillance camera is a challenging problem, since face images
are often taken at a distance, making their spatial resolu-
tions too low to provide sufficiently discriminative features.
Recently, empirical studies [4] in face recognition showed that
a minimum face resolution between 32 × 32 and 64 × 64 is
required for effective face recognition, and an even lower res-
olution would degrade recognition performance significantly
for existing recognition models. For captured images using
low-cost/power surveillance system, the resolution of the facial
part can be extremely low. This work aims to reconstruct
facial details to aid humans in identity recognition for LR
faces captured in unconstrained wide-field surveillance videos
and images (e.g., group photos, face images captured by
low-cost/power cameras, face images captured at a long dis-
tance). Further, recently an unconstrained face recognition
challenge has been announced [5], in which the size of the face
image can be very low. As demonstrated in [5], the resolution
of a captured face image can be from 69 ×84 to 6 ×8. Hence
an effective face SR technique to improve the face recognition
rate is highly desirable [5].

Most of existing face hallucination methods [3], how-
ever, just focused on hallucinating visually pleasing HR
details without considering whether the added details are
helpful in recognizing the identity of a face. As illus-
trated in Fig. 1(b), such identity-unaware reconstructed faces,
though with a higher resolution, usually cannot help
boost face recognition/verification accuracy. Instead, identity-
aware face hallucination—on that can hallucinate identity-
preserving facial details as shown in Fig. 1(c)—can much
better serve this purpose. Identity-preserving reconstruction
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Fig. 1. Illustration of face hallucination: (a) input LR face (8×8), HR faces
reconstructed by (b) identity-unaware face hallucination, (c) identity-aware
face hallucination (our method), and (d) the ground-truth HR face.

is thus vital in face hallucination for many real-world
applications [6], [7].

Hallucinating identify-preserving HR faces requires a
labeled training set to learn identity-aware representations.
There are many possible ways of embedding identity infor-
mation in a face hallucination network. For example, one
way is to embed full-class identity labels of the training
faces (i.e., the true identity classes of individual training
faces), which, however, usually consumes a huge labeling
cost, especially for applications with a large-scale training set
containing a large number of identities. Besides, giving true
person identity labels often raises privacy concerns. Another
alternative is to embed “weak” binary identity labels based
on pairwise learning: a pair of two faces belonging to a same
person, or belonging to different persons, thereby significantly
reducing the labeling cost. Further, full-class label embedding
may learn more discriminative representations if the number of
training samples per class is large enough compared to weak
binary-label embedding, but may find difficulty with a biased
training set with some corner classes containing insufficient
number of samples and has poorer scalability in training with
newly added identity label classes.

To address the above problems, in this paper, we propose
a novel Siamese generative adversarial network (SiGAN)
to achieve visually-pleasing and identity-preserving HR face
reconstruction. The training of our proposed SiGAN, thanks
to its Siamese network structure, only relies on weak pairwise
labels that signify whether a pair of two faces belongs to the
same identity without the need to know the true identities of
faces. Our contributions are summarized below:

• We propose a novel face hallucination GAN on top of a
Siamese Network (namely SiGAN), upon which we can
hallucinate HR faces to achieve high-quality and identity-
preserving reconstruction.

• We embed weak binary pairwise label information in
SiGAN without the need of full-class labels, which sig-
nificantly reduces the labeling cost and increases the scal-
ability of the method for super-revolving faces belonging
to unseen identities.

• We conduct extensive experiments to evaluate the subjec-
tive and objective performances of the proposed SiGAN
compared to several existing face hallucination GANs in
terms of reconstruction quality and identity preservation
ability.

The rest of this paper is organized as follows. Some most
relevant works are surveyed in Sec. II. Sec. III presents
the proposed SiGAN for identity-aware face hallucinations.

In Sec. IV, experimental results are demonstrated. Finally,
conclusions are drawn in Sec. V.

II. RELATED WORK

Compared to traditional face hallucination schemes [3],
deep learning-based approaches, particularly convolutional
neural networks (CNNs), have proven to achieve state-of-the-
art performance in face hallucination [7]–[13]. For example,
a deep learning-based approach for joint face hallucination
and recognition was proposed in [7], which consists of a SR
network and a face recognition network. The two networks
are optimized iteratively to achieve joint face hallucination
and recognition. However, it adopts a relatively shallow CNN
to hallucinate face images, resulting in possibly unsatisfactory
visual quality of reconstructed faces. In contrast, [10] proposed
a much deeper CNN to generate HR faces. To effectively
upscale a LR face without introducing annoying artifacts,
the method learns a dense correspondence field during training
and upscale the LR face progressively by a cascading process.
During a cascaded iteration, the dense correspondence field
is first progressively refined with an increased face resolution,
and then the face resolution is adaptively upsampled as guided
by the refined dense correspondence field. To improve the
fidelity of a hallucinated HR face, a two-stage method was
proposed in [11], that reconstructs facial parts by using a
deep CNN, followed by a fine-grained facial structure learner
to further refine the reconstructed faces.

Recently, generative adversarial networks (GANs) have
been successfully applied to various image processing appli-
cations such as image synthesis, image SR, and facial image
generation [14]. A GAN is composed of a generator network
and a discriminator network, in which the generator produces
image contents based on a learned probability model, whereas
the discriminator judges whether the generated contents are
real or fake and decides to accept or reject the contents accord-
ingly. By iterating the adversarial learning process between the
generator and the discriminator, the generator will eventually
be able to hallucinate high-quality image contents that can
successfully confuse the discriminator.

For example, the SR GAN (SR-GAN) proposed in [15] was
among the first to infer photo-realistic HR natural images for
image SR. In SR-GAN, a perceptual loss function consisting of
an adversarial loss term and a content loss term was proposed
to push the solution to the natural image manifold using a
discriminator network that is trained to differentiate between
the super-resolved images and original photo-realistic images.
However, this method is not suitable for face SR as explained
in [9]. To overcome this problem, in [9] a pixel-wise L2 reg-
ularization term is introduced in the generative model and the
feedback of a discriminative network is exploited to make the
upsampled face images more similar to real ones. Similarly,
the method proposed in [8] utilizes deconvolutional layers to
separately super-resolve the local and global parts and uses a
discriminator to measure the visual quality of the hallucinated
face image. The above-mentioned methods [8], [9], however,
cannot guarantee faithful identity preservation of reconstructed
faces since they do not provide any identity-aware guidance
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Fig. 2. Framework of the proposed Siamese GAN (SiGAN) with pairwise identity embedding for face hallucination.

to the learning of the discriminator/generator pair. Moreover,
they often reconstruct unrealistic HR faces when the resolution
of input LR face is extremely low, where much of facial
structure information has been lost. In [16], a special network
was proposed to learn the degradation models to make the
face SR method suitable for real-world and arbitrary LR
images. However, it also cannot guarantee identity-preserving
reconstruction.

Similarly, [12] proposed an end-to-end GAN-based SR
scheme which is combined with a face alignment network. The
method utilizes heatmap loss to incorporate facial structural
information by detecting facial landmarks so as to improve
face hallucination results. The deep reinforcement learning
method proposed in [13] hallucinates HR faces in an iterative
reconstruction manner, that employs a recurrent policy net-
work to reconstruct individual HR regions of a face based on
previous reconstructions, followed by a local enhancement net-
work to further refine facial details by considering the corre-
lations between different facial parts. Reference [17] proposed
a flexible neural network based on wavelet decomposition.
The wavelet prediction network is then used to reconstruct
smooth and detailed facial parts separately to improve the
visual quality of a reconstructed face. In [18], the authors
proposed a fine SR network with facial priors. It demon-
strated that a proper facial prior can effectively improve the
visual quality of a reconstructed face. Nevertheless, the above-
mentioned methods [11]–[13] only focused on hallucinating
visually pleasing HR details without considering whether the
hallucinated HR details are helpful in recognizing the identity
of a face.

III. SIAMESE GAN (SIGAN) FOR IDENTITY-AWARE

FACE HALLUCINATION

A. Overview of Proposed SiGAN
To achieve visually-pleasing and identity-preserving recon-

struction, as shown in Fig. 2, the proposed SiGAN adopts a

pairwise learning scheme based on a Siamese network [19],
which is composed of a pair of two identical spatial-
upsampling generators G1 and G2 and a discriminator D.
In the generator pair, a pair of LR faces are used as prior
information to guide HR face generation. The generator pair
are trained on same-identity and different-identity face pairs,
each containing a pair of LR faces and their associated HR
faces along with a binary pairwise identity indicator signifying
whether the two LR faces belong to the same identity. To effec-
tively learn identity-preserving representations, we introduce
in the training process an identity-distinguishable contrastive
energy function [20] which aims at decreasing the energy of
same-identity pairs while increasing the energy of different-
identity pairs. Combining the identity-distinguishable con-
trastive loss with the adversarial-loss and reconstruction-loss
terms in SiGAN training can effectively boost the authenticity
of reconstructed faces, while achieving good visual fidelity of
hallucinated HR faces.

After training the SiGAN model using an iterative optimiza-
tion process by minimizing the proposed loss function for both
the discriminator and the generator pair, we can then use the
learned generator to hallucinate HR faces from input LR faces,
as elaborated below.

B. Network Models
SiGAN consists of a pair of twin generators, each compris-

ing two/three residual blocks and upsampling blocks, followed
by three convolutional layers and a sigmoid function, and a
discriminator, which is a fully convolutional network. During
training, the generator pair are used to hallucinate a pair of HR
faces from a pair of input LR faces, and the discriminator is
used to judge whether the two hallucinated HR faces are real
or fake. The generator network and the discriminator network
are described below.

1) Generator: The upper pipeline of Fig. 3 shows the gen-
erator of SiGAN based on ResNet in [21] is a SR CNN. In the



6228 IEEE TRANSACTIONS ON IMAGE PROCESSING, VOL. 28, NO. 12, DECEMBER 2019

Fig. 3. Network models of the generator (the upper pipeline) and the discriminator (the lower pipeline) of SiGAN (ResNet).

Fig. 4. Upsampler used in the generator of SiGAN.

generator, we insert two upsamplers to upscale the input faces
by 4×. To effectively reconstruct HR faces, we replace the first
two layers of the generator of DCGAN [22] with the residual
blocks for faster convergence and better training performance.
Then, an upsampler is inserted in between the second and the
third layers to upscale the input feature maps. The third layer
is then followed by three concatenated convolutional layers
with a filter size of 3 × 3, and is finally concatenated with a
convolutional layer with 1 × 1 kernels. Given an N × N face,
the size of output face is 4N × 4N .

2) Upsampler: Since a CNN usually downscales the input
image for extracting feature representations, for upscaling
face images, as illustrated in Fig. 4, we adopt the upsampler
proposed in [23] to gradually increase the spatial resolution
layer by layer in the CNN. The image size is first linearly
interpolated from N × N to 2N × 2N , followed by concate-
nating a batch normalization and an activation layer. Finally,
a deconvolutional layer is used to learn deconvolution filters
to produce a HR face with fine details.

3) Discriminator: Similar to the discriminator in DCGAN,
as illustrated in the lower pipeline in Fig. 3, the discriminator
is a fully convolutional network consisting of seven convolu-
tional layers followed by an average polling layer. The output
of the discriminator is a normalized value signifying whether
the face generated by the generator is true or fake.

C. Training and Optimization
As illustrated in Fig. 2, the overall loss function LSiG AN =

LG AN + Lc + Lr contains three loss terms: the adversarial
loss LG AN , the reconstruction loss Lr , the contrastive loss Lc.
The individual loss terms are elaborated below.

First, similar to [14], the adversarial loss LG AN incorporated
in a GAN is defined as

LG AN (D, G) = ED

[
log D(xH R

1 )
]

+EG

[
log

(
1 − D(G(xL R

1 ))
)]

, (1)

where D and G represent the discriminator and generator,
respectively, G(xL R) is the generative model used for hal-
lucinating HR faces xS R, and D(x) is the probability of data
sample x being authenticated: D(x) = 1 indicate that x is
authenticated as a real sample; otherwise D(x) = 0.

The reconstruction loss of the generator defined as the L1
norm of the difference between a ground-truth HR face pair
and its hallucinated version is used to maximize the fidelity
of the reconstructed HR face pair:

Lr =
∥∥∥xH R

1 − xS R
1

∥∥∥
1
+

∥∥∥xH R
2 − xS R

2

∥∥∥
1
, (2)

where xH R
y.i and xS R

i respectively denote the HR ground-truth
and its hallucinated version of the i th face of a training face
pair.

To learn identity-aware features while training SiGAN,
we introduce a contrastive loss term. Given ground-truth HR
face pair xH R

1 and xH R
2 and the pairwise identity label y, where

y = 0 indicates an impostor pair and y = 1 indicates a genuine
pair, the contrastive loss Lc is defined as

Lc = (1 − y)L I (Ew(xS R
1 , xS R

2 )) + yLG(Ew(xS R
1 , xS R

2 )). (3)

where Ew = ||P(xL R
1 ) − P(xL R

2 )||11, L I =
1
2 [max (0, m − Ew)]2, LG = 1

2 (EW )2, and m = 0.5.
We use the feature loss Ew = ||P(xL R

1 ) − P(xL R
2 )||11 instead

of the L1 norm in the pixel domain (i.e., Ew = ||xS R
1 −xS R

2 ||11),
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because the feature distance is less sensitive to the variations
in pose, lighting, and expression, thereby better capturing the
semantic similarity between paired faces. The feature loss
is obtained by concatenating a 128-neuron fully connected
layer to the end of the second residual block to generate a
128-dimensional feature vector P(xL R) of input LR face xL R .

In (3), L I is used to ensure that the distance between a
different-identity paired faces will be larger than the predefined
marginal value m. Moreover, LG is used to keep the feature
distance between a same-identity paired inputs as small as
possible. In this manner, the contrastive loss term not only
minimizes the marginal loss L I between the reconstructed
impostor pair xS R

1 and xS R
2 , but also minimizes the loss LG

between the super-resolved genuine pair. If the reconstructed
HR faces belong to different identities (i.e., y = 0), minimiz-
ing the contrastive loss EC is equivalent to minimizing L I .
With the contrastive loss in (3), we can update the generator
toward producing a better identity-preserving reconstruction.

By incorporating the three loss terms in (1), (2) and (3),
the training of SiGAN is to solve the following min-max
optimization problem.

min
G

max
D

LSiG AN (D, G) = LG AN + Lr + Lc, (4)

We train SiGAN by iteratively optimizing the discriminator,
generator, and contrastive loss functions using the stochastic
gradient descent (SGD) algorithm proposed in [24]. In each
iteration of optimization, we first update the discriminator by
ascending its stochastic gradient calculated by

�θd

1

b

b∑
i=1

[
log D(xH R

1 )
]

+
[
log

(
1 − D(G(xL R

1 ))
)]

. (5)

Then, we update the generator pair by descending its gradient
calculated by

�θg

1

b

b∑
i=1

log
(

1 − D(G(xL R
1 ))

)
. (6)

Finally, we fix the updated results of the generator pair and
discriminator, and update the generator pair based on the
contrastive loss function by descending its gradient:

�θc

1

b

b∑
i=1

(1 − y)L I (Ew(P(xL R
1 ), P(xL R

2 )))

+yLG(Ew(P(xL R
1 ), P(xL R

2 ))). (7)

Taking several training epochs of the proposed SiGAN using
SGD, we can learn the model of the generator pair that can
hallucinate photo-realistic and identity-preserving HR faces.

IV. EXPERIMENTAL RESULTS

For performance evaluation, we compare SiGAN with
several existing methods including bicubic interpolation,
ultra-resolution by deep facial component generation
method (DFCG) [11], DCGAN [22], super-resolution
GAN (SR-GAN) [15], Wavelet-SRNet [17], discriminative
generative networks (UR-DGN) [9], and pixel recurrent
super-resolution (PRSR) [25]. Since there is still no widely-
accepted objective quality metric for face hallucination

currently, besides the PSNR and SSIM (structural similarity)
metrics for measuring reconstruction fidelity, we further
perform face recognition and verification on reconstructed
HR faces using the OpenFaces recognition engine [26], and
use the face recognition/versification rate as an additional
objective quality metric to evaluate whether the reconstructed
HR details are useful for identity recognition. The compared
methods are all trained and tested on a publicly available face
dataset CASIA-WebFace [27] or simply CASIA. Besides the
CASIA dataset, we also do performance evaluation against
two faces-in-the-wild datasets: the Labeled Faces in the Wild
(LFW) [28] and CelebA [29]. All face images are cropped
to the size of 128 × 128 without any further preprocessing.
The size of input LR face images is downscaled to 8 × 8
and 16 × 16 and then upscaled to 32 × 32 and 64 × 64,
respectively, by various face hallucination schemes.

In order to demonstrate the effectiveness of the proposed
Siamses architecture for face hallucination, we implement
SiGAN on top of two CNN models, ResNet [21] and
DenseNet [30], as the core of the generator pair, denoted
“SiGAN (ResNet)” and “SiGAN (DenseNet)”, respectively.
In order to make a fair comparison between SiGAN (ResNet)
and SiGAN (ResNet), we modify DenseNet by inserting a
convolutional layer in between two successive blocks, so that
the number of its last channels in a dense block is the same
as that of the ResNet..

A. Subjective Visual Quality Evaluation
1) CASIA Dataset: The CASIA dataset [27] contains

494, 414 face images with various illuminations and poses
captured from 10, 575 subjects. In each trial, we randomly
select 491, 131 out of the 494, 414 face images for training and
use the remaining 3, 283 images for testing. Fig. 5 illustrates
the face hallucination results for 12 test faces upscaled from
8 ×8 to 32 ×32. In Fig. 5, since the resolution of LR faces is
only 8×8, most of detailed facial information is missing. As a
result, the HR faces reconstructed by DFCG [11] are blurry
because the LR observations lack enough information for
correctly estimating the initial facial parts, making the refiner
in DFCG poorly hallucinate the HR details of facial parts.
Wavelet-SRNet [17] also leads to blurry reconstructed HR
faces. Although the DCGAN [22] can hallucinate fine details,
the reconstructed HR faces are usually significantly dissimilar
to their corresponding identities, as neither reconstruction loss
nor identity information is considered in DCGAN. By contrast,
UR-DGN [9] takes into account reconstruction loss in training
to improve the fidelity of reconstructed HR faces, which,
however, still leads to significantly dissimilar facial parts to
their ground-truths due to the lack of identity information.
Although PRSR [25] can produce fine and smooth details,
it may generate severe artifacts if the initial HR face is not
well inferred, which often causes serious error propagation
in the succeeding step-by-step refinement. Besides, the lack
of identity information in PRSR also makes the reconstructed
HR faces poorly recognizable in identity. The visual quality of
reconstructed HR faces using SR-GAN is poor when the size
of input faces is 8 ×8, since the training of SR-GAN is based
on a perceptual loss term, but such low input resolution makes
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Fig. 5. Subjective visual quality comparison of various face hallucination methods for 12 identities selected from CASIA [27]. (a) The LR face images (8×8),
(b)–(j) the reconstructed 32×32 HR faces using (b) bicubic interpolation, (c) DFCG [11], (d) DCGAN [22], (e) UR-DGN [9], (f) PRSR [25], (g) SR-GAN [15],
(h) Wavelet-SRNet [17], (i) SiGAN (DenseNet), (j) SiGAN (ResNet), and (k) the ground-truths (32 × 32).

the learned features unrepresentative, thereby significantly
reducing the effectiveness of perceptual loss.

Since SiGAN considers both the reconstruction loss and
label information to overcome the above problems, besides
successfully hallucinating fine details, the reconstructed HR
facial parts more faithfully resemble their corresponding
ground-truths. Fig. 6 illustrates the HR faces hallucinated from

16 × 16 to 64 × 64 for the same test faces in Fig. 5. Again,
the results show that SiGAN outperforms the other schemes in
both visual fidelity and authenticity of the reconstructed HR
faces.

2) Faces in the Wild Datasets: Since in many applications
the input LR faces often belong to unknown identities, we also
evaluate the performances of hallucination methods on faces
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Fig. 6. Subjective visual quality comparison of various face hallucination methods for 12 identities selected from CASIA [27]: (a) The LR face images (16×16),
(b)–(j) the reconstructed 64×64 HR faces using (b) bicubic interpolation, (c) DFCG [11], (d) DCGAN [22], (e) UR-DGN [9], (f) PRSR [25], (g) SR-GAN [15],
(h) wavelet-SRNet [17], (i) SiGAN (DenseNet), (j) SiGAN (ResNet), and (k) the ground-truths (64 × 64).

whose identities are not included in the training set to verify
if these methods can be generalized to input faces with
unseen identities. In the experiment, we randomly sample
face images from two face-in-the-wild datasets, LFW [28] and
CelebA [29], as test images to evaluate the generality of the
compared methods which are all trained on the CASIA dataset.

Fig. 7 illustrates the 8×8 to 32×32 face hallucination results
of five difficult test faces (e.g., faces wearing glasses and
non-frontal faces) selected from LFW [28] and CelebA [29].
We can observe that, for the tiny 8 × 8 faces with large poses
and/or wearing sunglasses, all the compared methods produce
visible artifacts on the HR faces, because the numbers of
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Fig. 7. Subjective visual quality comparison for five faces with unknown identities selected from LFW [28] and CelebA [29]: (a) the LR face images
(8 × 8), (b)–(j) the reconstructed 32 × 32 HR faces using (b) bicubic interpolation, (c) DFCG [11], (d) DCGAN [22], (e) UR-DGN [9], (f) PRSR [25],
(g) SR-GAN [15], (h) Wavelet-SRNet [17], (i) SiGAN (DenseNet), (j) SiGAN (ResNet), and (k) the ground-truths (32 × 32).

Fig. 8. Subjective visual quality comparison for five faces with unknown identities selected from LFW [28] and CelebA [29]: (a) the LR face images
(16 × 16), (b)–(j) the reconstructed 64 × 64 HR faces using (b) bicubic interpolation, (c) DFCG [11], (d) DCGAN [22], (e) UR-DGN [9], (f) PRSR [25],
(g) SR-GAN [15], (h) Wavelet-SRNet [17], (i) SiGAN (DenseNet), (j) SiGAN (ResNet), and (k) the ground-truths (64 × 64).

training samples in CASIA for such types of faces are very
limited, making the generator difficult to well learn the face
structures. For example, the fifth test face not only wears
glasses but also involves some background information. In this
case, all methods fail to correctly hallucinate HR facial parts.
Nevertheless, compared to the other methods, SiGAN still
achieves significantly better visual qualities. Fig. 8 shows the
HR faces hallucinated from 16 × 16 to 64 × 64 for the same

identities in Fig. 7. SiGAN achieves the best performance
as well.

3) Comparison Between SiGAN and Its Baselines: We also
compare SiGAN with two baseline methods to demonstrate
the effectiveness of the proposed loss terms of SiGAN.
We first replace the feature distance of SiGAN in the feature
domain with the pixel distance measured in the pixel domain
called “Baseline-I”. We also remove the reconstruction loss
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Fig. 9. Subjective visual quality comparison of the proposed method and the baselines: (a) the LR face images (8×8), (b)–(g) the reconstructed 32×32 HR faces
using (b) bicubic interpolation, (c) baseline-I (ResNet), (d) baseline-II (ResNet), (e) baseline-I (DenseNet), (f) baseline-II (DenseNet), (g) SiGAN (DenseNet),
(h) SiGAN (ResNet), and (i) the ground-truths (32 × 32).

from the loss function of SiGAN to obtain another baseline
model called “Baseline-II.” Besides, since the baseline model
of SiGAN without the contrastive loss is equivalent to the
DCGAN or SR-GAN with different network architectures,
there is no need to conduct an additional experiment for this
baseline method. Fig. 9 shows that Baseline-II severely distorts
the reconstructed HR faces due to its lack of the reconstruction
loss term in the training phase, indicating the high importance
of reconstruction loss for face hallucination or super-resolution
for both SiGAN (ResNet) and SiGAN (DenseNet). Although
Baseline-I does a good job in identity preservation, it produces
some artifacts on the reconstructed faces since the intra-person
variation of the training images of an identity may be large,
making the pixel-domain distance ineffective to capture the
similarity between two paired faces. In contrast, the proposed
feature distance used in the contrastive loss does a better job
in measuring the similarity between two paired faces.

B. Objective Quality Evaluation
To evaluate the degree of authenticity of reconstructed

HR faces compared to their ground-truth identity, we use
a state-of-the-art CNN-based face recognition engine, Open-
Faces [26], to evaluate the face recognition rate and ver-
ification rate for HR faces reconstructed by various face
hallucination methods. We adopt two objective evaluation
approaches. First, we employ OpenFaces [26] trained from
training HR faces of CASIA to recognize the identities of the
reconstructed HR faces and calculate the identity recognition
rate. Second, following the standard face verification method-
ology described in [26], based on pair matching, we eval-
uate the accuracy of reconstructed HR faces being verified
by OpenFaces as the same identity with their correspond-
ing ground-truth face. We then further use the PSNR and
SSIM metrics to evaluate the fidelity of a reconstructed HR
faces compared with its ground-truth. All these metrics are
used to evaluate the objective performances of various face
hallucination methods against CASIA [27] and LFW [28].

Since CelebA does not provide identity labels, it is not used
in the objective evaluation.

1) Face Recognition Performance Comparison: For the
experiments on CASIA, we randomly sample 144, 942 images
belonging to 671 identities to train OpenFaces. We then sample
2, 000 face images from the remaining images as the test
dataset to evaluate the face recognition performance. Since
the number of face images of some identities in CASIA is
small, we only choose those identities with more than 120
face images in the dataset, as suggested in [31]. For the
experiment on LFW, we first randomly sample 11, 000 face
image belonging to 680 identities as the training set, and
sample 2, 000 face images from the remaining as the test
dataset. To train OpenFaces, all face images are resized to
96 × 96, as suggested in [26]. Similarly, in the testing stage,
all hallucinated HR faces and LR faces are resized to 96×96.

We first evaluate the face recognition rates on hallucinated
HR faces whose identities are included in the training set.
Table I(a) compares the top-1, top-5, and top-10 face recog-
nition rates for 32 × 32 HR faces upscaled from 8 × 8 LR
faces by various methods. The result shows that, as evaluated
by OpenFaces, the average recognition rate for the HR faces
reconstructed by SiGAN is significantly higher than those
achieved by the other methods. Among the remaining methods,
compared to bicubic interpolation, UR-DGN [9], DFCG [11],
DCGAN [22], and SR-GAN [15] all degrade face recognition
performance, meaning that the HR details reconstructed by
these methods are usually useless and even harmful for identity
recognition. Table I(b) compares the average face recognition
rates for 64 × 64 HR faces upscaled from 16 × 16 LR faces
using various methods. Similarly, SiGAN achieves the best
average face recognition performances.

Since in many applications an input LR face usually belongs
to an unknown identity, Table II compares the performances
of various hallucination methods on faces randomly sampled
from LFW whose identities are not included in the training
set of OpenFaces to verify the generality of these methods
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TABLE I

COMPARISON OF FACE RECOGNITION RATES EVALUATED BY
OPENFACES [26] FOR HR FACES RECONSTRUCTED BY

VARIOUS FACE HALLUCINATION METHODS ON

CASIA [27] BY UPSCALING: (a) FROM 8 × 8
TO 32 × 32; (b) FROM 16 × 16 TO 64 × 64

TABLE II

COMPARISON OF FACE RECOGNITION RATES EVALUATED BY

OPENFACSES [26] FOR HR FACES RECONSTRUCTED BY

VARIOUS FACE HALLUCINATION METHODS ON

LFW [28] BY UPSCALING: (a) FROM 8 × 8
TO 32 × 32; (b) FROM 16 × 16 TO 64 × 64

to unseen faces. Again, SiGAN achieves the best average
recognition rates, showing that even for unseen faces, it can
still effectively reconstruct identity-preserving facial details.

TABLE III

COMPARISON OF FACE VERIFICATION AUC RATES EVALUATED
BY OPENFACES [26] FOR VARIOUS FACE HALLUCINATION

METHODS ON CASIA [27]

TABLE IV

COMPARISON OF FACE VERIFICATION AUC RATES EVALUATED
BY OPENFACES [26] FOR VARIOUS FACE HALLUCINATION

METHODS ON LFW [28]

2) Face Verification Performance Comparison: In this
experiment, we first randomly sample 500, 000 and 200, 000
face pairs from CASIA and LFW, respectively, as the training
sets to train the OpenFaces recognition engine with the settings
specified in [26]. We then randomly sample 6, 000 faces from
the remaining images of CASIA and LFW, respectively, as the
test set to evaluate the face verification performance.

We first evaluate the area under curve (AUC) [28] of the
trained face verification system for the hallucinated HR faces
associated with identities that are included in the training
set. Table III compares the AUC rates for 32 × 32 and
64 × 64 HR faces respectively reconstructed from 8 × 8 and
16×16 LR faces using various face hallucination methods. The
result shows that, as evaluated by the OpenFaces recognition
engine [26], the AUC for the HR faces reconstructed by
SiGAN is significantly higher than those achieved by the
other methods, meaning that SiGAN achieves a significantly
higher degree of authenticity of reconstructed HR faces to their
ground-truth identity. Table IV compares the AUC rates of
various face hallucination methods on LFW. Again, SiGAN
achieves the best AUC performance.

3) Reconstruction Fidelity Comparison: Table V(a) and (b)
shows the PSNR and SSIM values of HR faces reconstructed
by the compared face hallucination methods on CASIA and
LFW, respectively.

C. Run-Time Complexity Analysis
Moreover, we compare the run-time complexity in the test-

ing stage as shown in Table VI. The experiment is performed
on a personal computer equipped with Intel Core i7-8700K
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TABLE V

COMPARISON OF PSNR AND SSIM OF HR FACES RECONSTRUCTED
BY VARIOUS FACE HALLUCINATION METHODS ON

(a) CASIA [27] AND (b) LFW [28]

TABLE VI

RUN-TIME COMPLEXITY COMPARISON IN HALLUCINATING ONE

HR FACES OF SiGAN AND THE COMPARED METHODS

CPU and a NVIDIA GeForce GTX 1080 Ti GPU. Among
these methods, PRSR is based on a pixel-recurrent structure
that needs to predict every pixel during hallucination, thereby
consuming significantly longer time compared to the oth-
ers. DFCG consumes the second highest computational com-
plexity. In contrast, SiGAN (DenseNet) achieves the fastest
processing speed and the remaining methods consume similar
computational complexities.

V. CONCLUSION

We proposed an identity-preserving Siamese face hallu-
cination GAN based on a novel pairwise learning scheme
to effectively capture identity-aware facial representations
for reconstructing photo-realistic and identity-preserving HR
faces. We have also proposed a new loss function that inte-
grates a reconstruction loss term, a pairwise identity loss term,
and a GAN loss term to guide the training of the proposed
SiGAN to significantly improve the realism of a hallucinated
face and its authenticity to the identity. Experimental results
demonstrate that our methods based on ResNet and DenseNet
both significantly outperform state-of-the-art face hallucination
networks in terms of objective face recognition/verification
rate, while still achieving visually-pleasant reconstruction
subjectively.
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