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EE203001 Linear Algebra
Solutions to Homework #5

Spring Semester, 2003

Meng-Hua Chang, Chao-Chung Chang, Chen-Wei Hsu, Wen-Yao Chen

(a) If lz + y[| = ||z — y||, then
(@+y.x+y) =(@—y -y
= (z,2)+ (z,y) + (y,2) + (v,y) = (z,2) — (2,y) —
= (2,7) +2(z,y) + (v,y) = (z,2) = 2(z,y) + (y,9),
= 4(z,y) =0,
= (z,y) =0.

(x4 y,x+y)/?
{(z,2) +2(z,y) + (v,
{(z,2) + (y, )}
{(z,2) = 2(z,y) +
= (x—ya—y)"
= |z —yl.

y)

(v, y)}'/?

(z+y,z+y) —(x—y,x—y)
(z,2) + (2, 9) + (v, 2) + (y,9) —
2(z,y) + 2(y, v).

S
|
=
o
I

lz +ylI” + e — ]’

(z+y,x+y) +(@—yx—y)
(max) + (:L‘,y) + (y

2(z, ) +2(y,y)

2 ||z[|* + 2yl

(a) Given (f,g) ) f(x)g(x)dz. If f(z) =
Il = (f,. )

. / (log )£ () f (x)d)/?
= (/16(logx):cd:c)1/2.

= [ (log(z vz, then

{(z,2) -

r) + (y,y) + (z,2) —

(v, 2) + (4, 9),
(By Axiom 1)

($,y) -

(‘Tay) -

(v, 2) + (y,9)}

(y,2) + (y,9)



Let u = log x, then du = %dm. Let v = %, then dv = xdx. Thus

(/(10gx)xdx)1/2 _ (/ udv)!/?

= (w— [ vdu)"?
x? 2?1
= (logz—= — [ =—=dx)"2.
So
e 2 e 21
1 d /2 _ 1 x_e_ x__d 1/2
([ Gogayede)® = (ogayli— [ 5d)
= (G- Ty
2 4
e2 -1
= (S-S
2 4
- &
1
= 5 €2+1

(b) First we evaluate [; logzdz. Let u = z*logz, then du = (2zlogx + x)dz. Let
v=—a"1 then dv = gc%dx. Thus

1
/logxdm = /(ﬁ)x2 log xdx
= /udv
= uv— /Udu

1
= —xlogx+/—(2:vlogm+x)dx.
T

So

e e 1
/ logazdr = —zlogz|{ + / —(2xlogx + x)dx
1 1 X

= —e+/ 210g:pdx+/ dx
1 1

= —e—i—/ 2logzdxr +e—1
1

= / 2log xdx — 1.
1



Thus, ff logxdx = 1. Now we want to find a linear polynomial g(z) = a + bx
nonzero and orthogonal to f(x) =1, i.e., (f,g) = 0. Since

(f,g) = /16 log z(a + bx)dx

= a/ logxdx+b/ x log xdx
1 1

— aro(Ch by (),

we have (f,g) = 0 when a = —b(eiTH). So g(z) = b(x — 6221),6 is an arbitrary
real number.

12. (f.9) = [, f(t)g(t) dt.

Since wuy(t) = 1 and uy(t) = ¢, we have the following results:

1
(ur,u1) = / 1-1dt =t =2,

1

1

/1 3 2
U, Ug) = t-tdt=—| = -, and
( ) » 3,73
1 21
t 1 1
= l-tdt=—| =-—-—==0.
(w1, u2) /_1 2| "2 2

Then |Jui]| = (uy,w)"? = V2, ||ua| = (ug,us)"/? = \/g, and that u; and wus are
orthogonal.
By the fact that us(t) = 1+t = uy () + ua(t) and (uy, uz) = 0, we have

(ug,u3) = (ug,uy + uz) = (ug,u1) + (ug, uz) = (ug,u1) = HU1H27
(ug, us) = (ug,uy + ug) = (ug,u1) + (ug, us) = (ug, ug) = |Jus|”,
and
(ug,ug) = (ug + ug,ug + ug) = (ur,u1) + (u2, ur) + (ug, ur) + (U2, uz)
2 8
= 24040+2=2,
+H04+0+2 =3

The last equation implies

8
sl = (s, us)*"” = \/g

Let 6;; be the angle between u; and u;, for 1 <+¢,5 <3 and 7 # j. Then

U, W
[Jur || fJuzll
2
2

cosiy = (ur,uz)  |Jw] :HulHZ\/_:£7 and

| Nusll Ml [Jus]]  fJus]| \/g 2

(us, uy) fel? el V31
o8y — Uz, Ug) U _fju2fl 3:5

luall usll el lusll— flusll \/§
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Thus

-1 z

015 = cos 10 = —, O3 = cos

| S

1
= %, and 6y = cos ! 3=

|

14. Let P be the linear space of all real polynomials and O be the zero element of P, that
is, O(t) =

(a). (f,9) = f(1)g(1).
Let f(t) =t—1, then (f, f) = f(1)f(1) = 0-0 = 0. Since f # O, the nonnegativity
property is violated.
(0). (f,9) =1 [y F(D)g(t) dt].
Letc<0and f();éO() Then c(f, f fc]fo t) dt| <0, and (cf, f) =
| fo cf(t) dt] > 0. Thus ¢(f, f) # (cf, f) and the hnearlty property is violated.

(c). (f,9)= fo f'(t)
Let f(t) be a nonzero polynomial of degree 0, say f(t) = 1. Then (f,f) =
fol f’ g'( = fol 0-0 dt = 0. Thus the nonnegativity property is violated.

(d). ( fo ) dt)( fO dt).
Letf()—t—— Then ( ff fo (t—3)dt]?> = (5 —£)|d =0—0=0. Thus the

nonnegativity property is violated.

15. (a) Let f and g be two elements of set V. Thus [~ e~ f(t)%dt and [° e g(t)*dt
converge. Since

i ([ e @ala? = Jim | [ e rollalar?

M—00
M M
Jim ([ @0l [ e lgliatolan
(by Cauchy-Schwarz inequality for functions |f| and |g|

IN

over [0, M] with inner product as in Example 4 in the
textbook with w(t) =e™*. )

= lim (/OM etf(t)th~/OM e tg(t)3dt),

M —o0

hm fo e~!|f(t)g(t)|dt converges. Thus (f,g) = [;° e " f(t)g(t)dt converges ab-
solutely

(b) Since the set of all functions continuous on a given interval is a linear space and
V' is a subset of it, we only need to check the closure axioms.

i Let f and g be two elements of set V. For f + g,
4wetw@»+wwfw _ Awetuuf+g@f+2ﬂwwwMt
= h et f(t)*d h e tg(t)’d h e’ d
A (t t*l o(t) t+2A F(0)g(t)de

4



Since [~ e f( ) (t)dt converges by(a), and [~ e~ f(t)*dt and []* e 'g(t)dt
converge, [~ e (f(t) + g(t))*dt Converges Hence f + ¢ is an element of V
and Axiom for closure under addition holds.

ii Let f be the element of set V such that f et f(t)%dt converges, and ¢ be
a real scalar. Since [~ e '(af(t))%dt = [~ e_tan( )2dt = a® [T e f(t)2dt
converges, af is an elements of V. Hence Axiom for closure under scalar
multiplication holds.

Hence V is a linear space. Then we need to check if (f,g) is an inner product for

V. Let z, y, and z be elements of V and ¢ be a real scalar.

i Since (z,y) =[5~ e z(t)y( = e t)dt = (y,x), axiom for com-
mutativity holds.

ii Since
(ax + Py, z) = / e (az + By)(t)=(t)dt
0
f o
0

“ax(t)z(t) + By(t)z(t))dt

= a/ooo e_tx(t)z(t)dt—l—ﬁ/ooo e ty(t)z(t)dt
= a(z,2) + B(y, 2),

axiom for linearity holds.
iii We note that zero function 0(¢) is the zero element O in V since a:(t) +

O(t) = ( ) for all . Then for all x # O, = [e t)dt

t > 0 since [~ e tx(t)%dt converges ence axiom for p081t1V1ty
0 (t)%dt > 0 0 t)2d H f
holds

(c) We prove (f,g) = 2;% for f =e ' and g = t", where n = 0,1, 2, ... by induction.
When n =0,

(f,9) = /Oooe_t-e_t-ldt

= / e 2tdt
0

_ __1 —2t|oo
2 0

10
2 20+

Let (f,9) :%Whenn:k.
When n =k + 1,

(f.9) = / et kg
0

— /Oo tk+1 . 6_2tdt
0

T I
E+1 k! k+1)!
S DL L)

2 2k+1 2k+2
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16.

Hence (f,g) = 52+ where g(t) =" and f(t) = e~ by induction.

> Tpyy, converges absolutely < > > | |x,y,| converges.
Consider two new sequences =’ = {|x,|} and ¥ = {|y,|} both in V.
ZZO:l [Znyn| = (2',y') since 2211 | TnYn| = 220:1 T [Yn]-
Then using Cauchy-Schwarz inequality for the inner product space RM with stan-
dard inner product,
M M M 00 o'}
(et [nynl)? < iy 2nl*) ey [nl?) < (i, 20) iy w), ¥ M.
By taking M — oo, we have (0o | |zayn)? < (Oor 22) (D00 | y2) < oo.
Thus (307, [xnyn|)? converges and Y 7 | x,y, converges absolutely.

Since the set of all sequences of real numbers is a linear space and V' is a subset
of it, we only need to check the closure axioms.

i. Letz = {x,} and y = {y,} be two sequences in V. Consider z+y = {x,+yx,},

M M
D (@t = ) (@ + 2wy +yp)
n=1 n=1

M M M
= DT F2) Tl t D U
n=1 n=1 n=1

From (a) we know that .M z,y, converges absolutely as M — oo In ad-
dition, >>>7 22 and Y07 | y2 converge. Thus Y 7 (x, + y,)? converges and
r+yisin V.

ii. Let v = {z,} in V, and y = cx = {cz,,} where c¢ is a real scalar.
Then > 7 (cay)? = 2 Y07 | 22 converges.
Thus cx isin V.

Hence V' is a linear space. Next, we test if V' is a linear space with (x,y) as an
inner procuet. Consider all choices of x, y, z in V' and all real scalars c:

o (2,y) = 2005 Tl = 20l Ynn = (Y, 1)
ii' (x,y+z) = Zzozl xn(yn—l—zn) = Z;O:l($nyn+37nzn) = Zzozl xnyn—i_zzo:l Tnln =
(z,9) + (2, 2).
i e(z,y) =cd o  Taln = D o (ctn)yn = (cz,y).
iv. Since (z,z) => 07 22, (z,z) > 0 and (z,2) =0iff z = O.

n’

Thus (z,z) > 0 if x # O.
Hence the four axioms all hold, V' is a linear space with (x,y) as an inner product.
() =Yl g = LG ) = (=3 +5—5+5 )
=(1+G-)+G-5 )=
Recallthatex:1+%+§+§—?+---
Then (z,9) = >0y (27") (&) = Soty 5r = —1+ (L + 37 + 50 +--+)

m=1 n! n=1 nl
-1
=—14+¢e2 =e3—1.



