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7. Since R? is already a space, we need only to check the closure axioms for a subset S of
R? to be a subspace of R?. Let S = {(z,y,2) in R? | 22 —y? = 0} and v; = (21,1, 21),
and vg = (9, Y2, 22) in S.

Since vy + vy = (x1,Y1, 21) + (%2, Yo, 22) = (T1 + T2, Y1 + Y2, 21 + 22), and

(x14+22)* = (Y1 +12)> = (2] + 22120 + 23) — (Y] + 2y192 + ¥3)
(7 — 47) + (25 — v3) + 2(z122 — Y132)
= 0+ 0+2(z122 — y132)
= 2(x1T2 — Y1Y2).

Butifzy =1,y =1 and 29 = 1, yo = —1, we have 2(z125 — 11y2) = 4 # 0. Thus the
closure axiom for addition on S does not hold and S is not a subspace of R3.

10. Since R? is already a space, we need only to check the closure axioms for a subset S of
R? to be a subspace of R?. Let S = {(z,y,2) inR® |z+y+2=0and z —y — 2z = 0}.
Let v = (2,9, 2), v1 = (21, Y1, 21),and vy = (2, Ys, 22) be elements in S and a be a real
number.

i. Since v1 +v2 = (21,y1, 21) + (T2, Y2, 22) = (L1 + T2, Y1 + Y2, 21 + 22)
(w14 22) + (1 +y2) + (21 +22) = (1 +y1 +21) + (22 + Y2 +22) =0+ 0 =0, and
(ZL’1+$2) — (y1+y2) - (Zl+22) = <$1 — U —21)+(x2—y2—22) =0+0=0.
Sowv; +vyisin S.
ii. Since av = a(x,y,2) = (ax,ay,az), (ax) + (ay) + (az) = a(lx +y +2z) = a0 =0
and (az) — (ay) — (az) =a(lx —y — 2z) =a0 =0. So av is in S.
Hence, S is a subspace of R3.

13. Let P, denote the linear space of all real polynomials of degree < n, where n is fixed.
Let S denote the set of all polynomials f in P, satisfying f(0) + f(1) = 0.
Let f, f1, fo be elements in S and a be a real number.

i. Since

(fi+ f2)0) + (fr + f2)(1) = £1(0) + f2(0) + f2(1) + fa(1)
(f1(0) + f1(1)) + (f2(0) + f2(1))
— 0+0=0,

f1 + f2 isin S.
ii. Since (af)(0) + (af)(1) = a(f(0)+ f(1)) =a0 =0, af isin S.

Hence, S is a subspace of R3.



20 Let fi1, fo be two polynomials in S. Since f1(0) = f5(0) = 0 and f{(0) = f5(0) = 0,
we have (f1 + f2)(0) = f1(0) + f2(0) = 0 and (f; + f2)'(0) = f1(0) + f4(0) = 0. Thus
fi+ faisin S. Also since, af(0) = 0 and af’(0) = 0, af is in S. Thus the closure
axioms hold and S' is a subspace of P,.

24 (a) i Ifa # 0 and b # 0, consider an arbitrary linear relation of 1, e®, ¢ as

c1 - 1+ coe™ + c3e?® = 0---(1). Taking derivitive on both sides, we get
acye®™ 4 bese?™ = 0. If b —a < 0, divided by e* on both sides, we get
acy + bege®=9? = (... (2). Now, if we let x— +oo in (2), e®~7 tends to
zero and we find ¢; = 0 since a # 0. Then returning to (2), we must have
cg = 0 since b # 0. Similarly if @ — b < 0, the result is the same. And
returning to (1), we must have ¢; = 0. Thus ¢y, ¢y, ¢3 are all zero and the set
is independent.

ii. fa=0,b#0, ¢ =¢"=1. Since 1 — e = 0, then 1 and e are linearly
dependent and the set is a linearly dependent set. Similarly if b = 0, a # 0,
the set is a linearly dependent set.

(¢) i. If @ # 0, consider an arbitrary linear relation ¢; - 14 coe® + czxe®™ = 0--- (1).
Taking dirivative on both sides,we get acee®™ + c3e™ + aczxe®™ = 0---(2).
Taking derivative again, we get a®coe® + 2acze™ + a’c3ze® = 0. Divided by
a and comparing with (2), we conclude that ¢3 = 0. Then returning to (2),
we must have co=0 since a # 0. And returning to (1), we must have ¢; = 0.
Thus the set is independent.

ii. Ifa=0, e =¢" =1 and ze® = z. Then 1 and e** are linearly dependent
since 1 — e*” = 0 and the set is a linearly dependent set.

(e) Because 0.5¢” + 0.5¢™* + (—1)cosh z = 0.5¢” + 0.5¢™* + (—1)(£%—) = 0, this
subset is depedent.

(g) Consider an arbitrary linear relation of cos 22 and sin 22, ¢y cos® ¥ + ¢; sin® z = 0.
By taking x = 0, we have ¢g-1+¢;-0=0 = ¢y = 0. By taking x = 7, we have
co-0+c-1=0 = ¢ =0. Thus, this subset is independent.

(i)

cosinz +c¢;sin2x =0 = ¢psinx + ¢1(2sinzcosz) =0

= sinz(cy + 2¢1cosz) =0
= 1(co+0):OWhenx:g
= ¢ =0

= ¢ =0.

Thus, this subset is independent.

25. (a). If z € S, then = = 1z € L(S) = {3V, ¢;zle; is a scalar and z; € S, for i =
1,...,k}. Thus S C L(9).
(b). Let z = Zle c;x; be an element in L(S), where xq, ...,z are in S and ¢4, ..., ¢

are scalars. Since x1, 29, ...,z € S C T and T is a subspace of V', x must be in T
due to the closure axioms of 7. So L(S) C T.
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(c). Let S be a subset of V.

i (=)
If S is a subspace, then S satisfies the closure axioms (by Theorem 3.4).
Hence L(S) = {Zle c;iri|c; is a scalar and x; € S, fori=1,...,k} C S. We
have seen that S C L(S) in 25(a), thus L(S) = S.

i. (<)
Suppose we have that L(S) = S. By the definition of L(S), for any scalar a
and z,y € S, we have az, v +y € L(S). Since L(S) =S, z +y and az € S.
We have shown that S satisfies the closure axioms, that is, S is a subspace
of V.

(d). If § C T, then

. Let V.= R% Let S = {(1,0)} and T = {

k
L(S) = {Z c;iri|c; is a scalar,z; € S, fori=1,...,k}

i=1

k
- {Z ciwile; is a scalar,x; € T, for i =1,...,k} (since S C T)
i=1

= L(T).

. (i). Let z,y e SNT, then z,y € Sand z,y € T. Hencex+y € Sandz+y € T.

Thuszx+ye SNT.
(ii). If x € SNT, then z € S and x € T. Let a be any scalar, then ax € S and
ax € T, and hence ax € SNT.

By (i) and (ii), the closure axioms hold and S NT is a subspace of V.

. Since SNT C S and SNT C T, we have L(SNT) C L(S) and L(SNT) C L(T)

by (d). Thus L(S NT) C L(S) N L(T).
(—1,0)}, then SNT = () and hence
L(SNT)={(0,0)}. But L(S) = L(T) = {(z,0)|z € R}.



