EE203001 Linear Algebra
Solutions to Homework #11  Spring Semester, 2003

Chao-Chung Chang, Meng-Hua Chang, Chen-Wei Hsu, Wen-Yao Chen
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11. (a)LetE1—|:OO:|,E2—|:O117E3—[10]7E4—|:01]

(=)
A commutes with every 2 x 2 matrix, it commutes with the four matrices, of
course.
().
Let B = {bn bl?]be any 2 X 2 matrix.
ba1 b2
10 0 0 01 0 0
AB = A(bu{o O}—i_bﬂ[l O]—i—bn{o O]+b22[0 1])
10 0 0 0 1 0 0
= bnA{O 0}—1—1)2114{1 O}+b12A{O O}—i-bmAlO 1}
10 0 0 0 1 0 0
10 0 0 0 1 0 0
= <b11[0 O}—l—bﬂ[l O]—i—bu{o 0]—1—622{0 1})14
= BA
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14.

(b).

AFE, = E A
o a11 a2 0 0 . 0 0 ailz aig
Q21 A22 01| |01 ag1 A2

= =
0 ax a1 Q22

S a9 = a1 = 0.

So A commutes with every 2 x 2 matrix
< an = a2, 12 = azn = 0.
aiq 0

e A= 0 a

1 -1 10
aslo sleelis)

w3 3[4 12 )
weor-[1 312 3]

| R

A2+2AB+BQZ{1 _3}+2{0 _2}+{1 0]:{2 _7},
= A?4+2AB + B*+# (A+ B)~
ss-[34)-[18]-[ 23]
e R | E R B

e[ [20]-[ 23]

= (A+ B)(A— B) # A? — B2,

. (A+B?=(A+B)(A+B)= A+ AB+ BA+ B? (A+ B)(A— B) = A> —

AB + BA — B2,

. If AB = BA, identities in (b) can be simplified as identities in (a).

. Since (A — B)? = A> — AB— BA+ B? and (A+ B)?> = A> + AB + BA + B?,

if (A+ B)? = (A — B)? then AB = —BA. Thus, A°B = (AA)B = A(AB) =
A(~BA) = (—AB)A = (BA)A = BA2,
-1 0

LetA:{ 01

},thenAQ:[butA#IandA#l.
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9.

11.

The augmented matrix of the system x +y+22 =2, 2x —y+32=2,5xr —y+az =6

is

1 1
2 -1
5 1

QW N
NN

By Gauss-Jordan method, we have

11 2 2
0 -3 -1 |-2],
0 —6 (a—10)|—4
11 2 2

o 1 1/3 |2/3],
0 —6 (a—10)| —4
10 5/3 |4/3
01 1/3 |2/3
00 (a—8)| 0

If a # 8, then z must be 0, and x = 4/3, y = 2/3.
If a =8, then (z,y,2) = (3 — 22,2 — 32,2) = (5. 2,0) + 2(—

—C a

We multiply the two matrixs [ Z Z } and [ d b ],

a b d —-b| |ad—bc —ab+ab | | ad—bc
c d a | | ed—cd —bc+ad | 0

Thus {Z Z} {_dc _ab} = (ad — be)I.
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For[c d
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—%,1).

0 10
ad—bc] = (ad—be) [ 01

} , If a # 0, then we can apply Gauss-Jordan process as follows:

Thus { CCL Z } is nonsingular if and only if ad —bc # 0 and then applying Gauss-Jordan

process again, we have

K

which says that its inverse is ad=bo) dibc) [

_d_
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To be able to apply Gauss-Jordan process further, i.e., [ CCL
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} by interchanging two equations.

b

d 1 is nonsingular if and
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only if ¢ # 0, b # 0(i.e. ad — bc # 0), and then

[@n¥eY

1 4
o

0 1 1 0/-4 1 10 d — b
bc ¢ — ad—bc ad—bc
ile Lol el a

since a = 0, which says that its inverse is

14.

1 -2 1{1 0 O 1 -2 1] 1 00 10 -3[{5 20
-2 5 4/010f(=1(]0 1 -2 210|=|01-2/2120
1 -4 6|0 0 1 0 -2 5|-1 01 00 113 21

1 0014 8 3

= (010 8 5 2

001} 3 21

4 8 3
Thus the inverse is 8 5 2
3 21

2. (a).

(f)

We have proved that AB = —BA implies A°B = BA? in 15(a), p.147. Thus
A?B® = (A’B)B? = (BA?)B2 = B(A2B)B = B(BA2)B = BB(A’B) = BBBA? =
B3 A2

0 -1

. Let A = [ Lo } and B = [ Lo ] A and B are nonsingular, but A+B = O

is singular.

. If A and B are nonsingular, then (B~'A™')(AB) = B"Y(A'A)B = BB™' =1,

i.e., AB is nonsingular.

The statement is true. Since AB is nonsingular, if C' is the inverse of AB, then
C(AB) = I = (AB)C. Thus (CA) is a leftinverse of B and then B is nonsin-
gular. Also (BC) is arightinverse of A and then A is nonsingular by Theorem 4.20.

The statement is not true.

11 0 O 1 1 .
LetA:{1 O}’B:[O _1],thenA+B:{1 _1}.Andthemverseof

1 1 1
. l o . . . .
A+BISQ|:1 _1}.ButA B—{l 1},1tlssmgular.
The statement is not true. Let A = l 1 :1 ], then A2 = O. Thusif A2 =0, A

may not be O.

(g) We have (A+1)(—A+1)=—-A?+A—A+1=1since A>=0. Thus (A+1)

has (—A + I) as its inverse. Hence (A + I) is nonsigular.

(h) We have (A—I)(—A?—A—1)=—-A%— A2 — A+ A*+ A+ 1 =1 since A> = 0.

Thus (A —I) has (—A? — A —I) as its inverse. Hence (A — I) is nonsigular.
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(i) (A+21)*=0 = (A+20)(A+2]) = O = A*+4A+4] = O = A(A+4I) = —41.
Thus A has —(A +41)/4 as its inverse. Hence A is nonsigular.

(j) We prove it by induction.
i. When k=1, AB = BA as given.
ii. Assume AB* = B¥A when n = k.

iii. For n = k+ 1, we have AB**! = AB*B = B¥*AB = B*BA = B**'A. Thus
AB* = B¥ A for every integer k > 1

4. Assume A = [CCL 21 Then A% = [CCL 21 [CCL Z} = [ccitiilc) bb(g:;) . Be-
cause A2 = A, we have four equations:
(a) a* +bc=ua
(b) bla+d)=0b
(c) cla+d)=c
(d) be+ d? =

(1) If (a+d) =1, we have a> +bc =a, b="0b, c=c, and bc+ (1 — a)*> = (1 — a) =

¢ b ],Whereb
c 1—a

and c are arbitrary and a is any solution of the quadratic equation a? —a+bc = 0.

(2) If (a +d) # 1, we have b = 0 and ¢ = 0. Thus, a*> = a and d*> = d. In this case,

00 1 0 00 1 0. .
A_{O O}or{o 1}.Becarefulthat{0 1}01"{0 0}1S1Hegalbecause

(a+d) # 1.

bc+1—2a+a?>=1—a= bc+a® = a. In this case, A = l

7. First we define the notation [A];; = a;; for matrix A. As for the definition of the
transpose, we have [A'];; = [A];; and af; = aj;.

(a) Because [(A")"];; = [A"];; = [4]ij, we have (A")" = A.

(b) Because [(A + B)'l;; = [(A+ B)lji = aji + bji = [Al;i + [Blji = [A"i; + [B'];; =
[A" + B'];;, we have (A + B)' = A" 4+ B".

(c) Because [(cA);; = [cAlji = caji = claji) = c[A];i = [A'];; = [cA"];;, we have
(cA)t = cA.

(d) Assume A is m x n and B is n X p. Define matrix C' = AB. Then [(AB)'];; =
[C*ij = [Clji = ¢ji = Yy Qjabei = Y4y buiaje = 5, b al; = [B'A"];;. Thus
(AB)! = B'A'.

(e) If A is nonsigular, A1 exists. Then (A71){(A!) = (AA™Y)! = I' =T by (d).Thus
we have (A")™1 = (A~1)" if A is nonsigular.

cosf —sinf
8. Define A = { sinf cos# }



¢ [ cosf —sind cosf sinf
44T = | sinf  cosf ][—sin@ cos 6
B I cos? 6 + sin? 6 cosfsinf — sin 6 cos 0
~ | sinfcosf —cos@sind sin? 6 + cos® 6
B 1 0
o 1 01
= 7

(b) If A is a real orthogonal n x n matrix, AA* = I. This means the dot product of
different rows equals zero and that of the same row equals 1. Hence its rows form
an orthonormal set.



